A large class of nonlinear dynamic adaptive systems such as dynamic recurrent neural networks can be effectively represented by signal flow graphs (SFGs). By this method, complex systems are described as a general connection of many simple components, each of them implementing a simple one-input, one-output transformation, as in an electrical circuit. Even if graph representations are popular in the neural network community, they are often used for qualitative description rather than for rigorous representation and computational purposes. In this article, a method for both on-line and batch-backward gradient computation of a system output or cost function with respect to system parameters is derived by the SFG representation theory and its known properties. The system can be any causal, in general nonlinear and time-variant, dynamic system represented by an SFG, in particular any feedforward, time-delay, or recurrent neural network. In this work, we use discrete-time notation, but the same theory holds for the continuous-time case. The gradient is obtained in a straightforward way by the analysis of two SFGs, the original one and its adjoint (obtained from the first by simple transformations), without the complex chain rule expansions of derivatives usually employed.

This method can be used for sensitivity analysis and for learning both off-line and on-line. On-line learning is particularly important since it is required by many real applications, such as digital signal processing, system identification and control, channel equalization, and predistortion.

1 Introduction

For many practical problems such as time-series forecasting and classification, identification, and control of nonlinear dynamic systems, feedforward neural networks (NNs) are not adequate; therefore several recurrent neural network (RNN) architectures have been proposed (Tsoi & Back, 1994;...
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In order to train an RNN adaptively, an on-line learning algorithm must be derived for each specific architecture. In many learning algorithms, the gradient of a cost function must be estimated and then used in a parameter updating scheme (e.g., steepest descent or conjugate gradient). By gradient we mean the vector of derivatives of a given variable (here a system output or a function of it, e.g., a cost function) with respect to a set of parameters that influence such a variable (here, the parameters of a subset of network components).

When RNNs (or, in general, systems with feedback) are involved, the calculation of the gradient is more complex and difficult than in the case of feedforward neural networks (or systems without feedback). Due to feedback, in fact, the current output depends on the past outputs of the RNN, so that the present output depends not only on the present parameters but also on the past parameter values, and this dependence has to be considered in calculating the gradient. Quite often in the neural network literature, this dependence has been totally or partially neglected to simplify the derivation of the gradient.

There are two different schemes to compute the gradient: the forward computation approach and the backward computation approach. These two names stem from the order in time in which the computations take place. Forward means that both time and propagation of gradient information across the network flow as in the forward pass (i.e., the computation of the network outputs from its inputs); backward indicates the opposite flow. Real-time recurrent learning (RTRL) (Williams & Zipser, 1989) and truncated backpropagation through time (truncated BPTT) (Williams & Peng, 1990) implement the forward and backward on-line computation, respectively.

The major drawback of the forward computation over the backward one is its high computational complexity (Williams & Peng, 1990; Williams & Zipser, 1994; Srinivasan, Prasad, & Rao, 1994; Nerrand et al., 1993). On the other hand, the use of the backward technique in the case of RNNs with arbitrary architectures is not straightforward; the mathematics of each particular architecture has to be worked out. For systems with feedback or with internal time delays, the chain rule derivation can easily become complex and sometimes intractable (Werbos, 1990; Williams & Zipser, 1994; Back & Tsoi, 1991; Pearlmutter, 1995; Campolucci et al., 1999).

An interesting approach to the computation of gradient information in RNNs with arbitrary architectures was proposed by Wan and Beaufays (1996), who used a diagrammatic derivation to obtain the BPTT batch al-

address the problem of graphical derivation of RTRL, as in Wan and Beaufays (1996) for BPTT, nevertheless, the two approaches have been combined for that purpose in Wan and Beaufays (1998), where a diagrammatic derivation of an on-line learning method is reported. However, the resulting RTRL algorithm has a very high computational complexity—$O(n^2)$ compared to $O(n)$ of the on-line backward method presented here.

In this comparison, it should be considered that any on-line backward method needs a truncation of the past history; forward methods such as RTRL do not. However, it is known (Williams & Peng, 1990) that RTRL also involves a different kind of approximation due to the fact that the weights change in time during learning. To mitigate this problem, an exponential decay on the contributions from past times can be used (Gerchery, 1989); nevertheless, no reduction of the computational complexity can be achieved as provided by the BPTT truncation strategy.

The work presented here also generalizes previous work by Osowski (1994), which proposed an SFG approach to neural network learning. That work was basically developed for feedforward networks, and the proposed extension to recurrent networks is valid only for networks that relax to a fixed point, as in the work of Almeida (1987); moreover, it is not possible to accommodate delay branches in this framework. General recurrent networks able to process temporal sequences cannot be trained by the proposed adjoint equations.

Another related work is that by Martinelli and Perfetti (1991), which applies an adjoint transformation to an analog real circuit implementing a multilayer perceptron (MLP) and obtaining a circuit that implements backpropagation. Since this work is more related to hardware and the network is feedforward and static, it is less general and can be considered a particular case of the method presented here.

Finally, our formulation allows dealing with both the learning problem and the sensitivity calculation problem, that is, the problem of computing the derivatives of the system output with respect to some internal parameters. These derivatives can be used for designing robust electrical or numerical circuits.

The concepts detailed in this article were developed as part of Paolo Campolucci’s doctorate research and presented in detail in Campolucci (1998) and briefly introduced in (Campolucci, Marchegiani, Uncini, and Piazza (1997) and Campolucci, Uncini, and Piazza (1998).

2 Signal Flow Graphs and Lee’s Theorem

A large class of complex systems, such as RNNs, can be represented by an SFG. Therefore in this section, SFG notation and properties will be outlined following Lee’s approach (1974). A different notation and properties of SFGs were also introduced by Oppenheim and Schafer (1975); the SFG theory was first developed by Mason (1953, 1956).

An SFG is defined as a set of nodes and oriented branches. A branch is oriented from node $a$ to node $b$ if node $a$ is the initial node and node $b$ is the final node of the branch. An input node is one that has only one outgoing branch, the input branch, and no incoming branch. Associated with the input branch is an input variable $v_i$. An output node is one that has only one incoming branch, the output branch. Associated with the output branch is an output variable $v_f$. All other nodes besides the input and output nodes are called $n$-nodes. All other branches besides the input and output branches are called $f$-branches.

There are two variables related by a function associated with each of the $f$-branches: the initial variable $x_j$, at the tail of the branch, and the final variable $v_j$, at the head of the branch. The relationship between the initial and final variables for branch $j$ is $v_j = f(x_j)$, where $f[.]$ is a general function describing the operator (or circuit component) of the $j$th branch. By definition, for each $n$-node, the value of the $x_j$ variables associated with its outcoming branches is the sum of all the $v_j$ variables associated with its incoming branches (see Figure 1). Let the SFG consist of $p + m + r$ nodes ($m$ input nodes, $r$ output nodes, and $p$ $n$-nodes), and $q + m + r$ branches ($m$ input branches, $r$ output branches, and $q$ $f$-branches). Note that only the branches (and not the nodes) are indexed; therefore, all the reported indexes are to be considered as branch indexes.

In the case of discrete-time systems, the functional relationship between the variables $x_j$ and $v_j$ of the $j$th $f$-branch (expressed as $v_j = f(x_j)$) is usually assumed to be:

$$\begin{align*}
    v_j(t) &= g[x_j(t), a_j(t), t] \quad \text{for a static branch (without memory)} \quad (2.1) \\
    v_j(t) &= q^{-1} x_j(t) + x_j(t - 1) \quad \text{for a delay branch (one unit memory).} \quad (2.2)
\end{align*}$$

where $q^{-1}$ is the delay operator and $g_1$ is a general differentiable function, which can depend on an adaptable parameter (or vector of parameters) $a_j$ and also on time $t$ to allow shape adaptation or variation in time of the nonlinearity. For a static branch, the relationship between $x_j$ and $v_j$ often...
The input variables are $G_N$, $I_N$, $G_{v_j}$, $x_j$, $y_j$, $u_j$, corresponding to $\hat{x}_j$, $\hat{y}_j$, $\hat{u}_j$, $\hat{v}_j$, and $\hat{y}_j$ are the initial and final variable of the $j$th $f$-branch, respectively. Let the indexes assigned to the branches of $G_N$ be the same as the indexes assigned to the corresponding branches of $G_{N\hat{}}$. Node indexes are not required by this development. The functional relationships between the variables $\hat{x}_j$ and $\hat{v}_j$ in $G_{N\hat{}}$ are generic; therefore, the graph $G_N$ effectively belongs to a set of SFGs. For an example of SFG, see Figures 3 (a–b).

**Definition 3 (transposed SFG).** The transposed SFG is a particular reversed SFG such that the relationships of the corresponding branches of $G_N$ and $G_{N\hat{}}$ remain the same.

For a generic SFG, the following theorem, similar to Tellegen’s theorem for electrical network (Tellegen, 1952; Penfield, Spence, & Duiker, 1970), was derived by Lee (1974). It relies on the topological properties of the original and reversed graphs, not on the functional relationships between the branch variables, which therefore can be described by any mathematical relation.

**Theorem 2.1.** Consider a causal dynamic system (Lee, 1974). Let $G_N$ be the corresponding SFG and $G_{N\hat{}}$ a generic reversed SFG. If $\hat{u}_j$, $\hat{y}_j$, $\hat{x}_j$, and $\hat{v}_j$ are the variables in $G_{N\hat{}}$ corresponding to $u_j$, $y_j$, $x_j$, and $v_j$ in $G_N$, respectively, then

$$
\sum_{j=1}^{r} \hat{y}_j(t) \ast y_j(t) + \sum_{j=1}^{q} \hat{x}_j(t) \ast x_j(t) = \sum_{j=1}^{m} \hat{u}_j(t) \ast u_j(t) + \sum_{j=1}^{q} \hat{v}_j(t) \ast v_j(t) \quad (2.4)
$$

holds true, where “$\ast$” denotes the convolution operator, that is,

$$
y(t) \ast x(t) = \sum_{s=t_0}^{t} y(t-s) x(s) \quad (2.5)
$$

where $t_0$ is the initial time.

For a static system the following equation holds:

$$
\sum_{j=1}^{r} \hat{y}_j \hat{y}_j + \sum_{j=1}^{q} \hat{x}_j \hat{x}_j = \sum_{j=1}^{m} \hat{u}_j \hat{u}_j + \sum_{j=1}^{q} \hat{v}_j \hat{v}_j. \quad (2.6)
$$

### 3 Sensitivity Computation

In network theory, a sensitivity is usually defined as the derivative of a certain output with respect to a given parameter. A general method to compute sensitivities of a dynamic continuous-time system represented by a SFG was
Because equation 2.4 does not depend on them, these relationships are easily seen (see the proof in the appendix) that expression 2.4 holds true also when small variations of the variables are considered:

\[
\sum_{q} e_{i}(\tau, t) = \sum_{q} e_{i}(\tau, t) = \sum_{q} e_{i}(\tau, t)
\]

where \(k = 1, \ldots, r\) and \(i\) spans over the set of indexes of the weight branches. For the parameters of the nonlinear function, by equation 2.1, the following more general expression holds:

\[
\frac{\partial y_{i}(t)}{\partial \alpha_{k}(t - \tau)} = \sum_{q} \left( \frac{\partial y_{i}(t)}{\partial \alpha_{k}(t - \tau)} \frac{\partial \alpha_{k}(t - \tau)}{\partial \alpha_{k}(t - \tau)} \right)\alpha_{k}(t - \tau)
\]

where \(k = 1, \ldots, r\) and \(i\) spans over the set of indexes of the nonlinear parametric branches, and a simplified notation for the derivative of \(g_{i}\) implicitly defined.

In both cases we need to compute the term \(\partial y_{i}(t)/\partial \alpha_{k}(t - \tau)\), which is the derivative of the \(k\)th output variable at time \(t\) with respect to a signal in the system, that is, the final variable of the \(k\)th branch at time \(t - \tau\). As for the computation of the sensitivity in an electrical circuit, in this case an adjoint network can be introduced to perform this task. The main idea is to apply Lee’s theorem (equation 2.4) to the SFG \(G_{N}\) of the original system and a particular reversed SFG \(G_{N}^{(r)}\), here called adjoint SFG or \(G_{N}^{(a)}\). It can be easily seen (see the proof in the appendix) that expression 2.4 holds true also when small variations of the variables are considered:

\[
\sum_{j=1}^{r} \sum_{i=1}^{d} \dot{y}_{i}(t) * \Delta y_{i}(t) + \sum_{j=1}^{d} \dot{x}_{j}(t) * \Delta x_{j}(t) = \sum_{j=1}^{w} \dot{u}_{j}(t) * \Delta u_{j}(t) + \sum_{j=1}^{w} \dot{v}_{j}(t) * \Delta v_{j}(t).
\]

Since the functional relationships of the branches of \(G_{N}^{(a)}\) can be freely chosen, because equation 2.4 does not depend on them, these relationships are

Figure 3: (a) A simple IIR-MLP neural network with two layers, two inputs, one output, and one neuron in the first layer, with two IIR filter synapses (one zero, one pole transfer function) and one neuron in the second layer, with one IIR filter synapsis (two zeros, two poles, transfer function). (b) A section of its SFG \(G_{N}\). (c) Its adjoint SFG \(G_{N}^{(a)}\).
Table 1: Adjoint SFG Construction Rules.

<table>
<thead>
<tr>
<th>Branch Classification</th>
<th>Original Signal-Flow-Graph</th>
<th>Adjoint Signal-Flow-Graph for Parameter Sensitivity on $\partial_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay</td>
<td>$y(t) = f(x(t), 0)$</td>
<td>$\frac{\partial y}{\partial x} = x(t)$</td>
</tr>
<tr>
<td></td>
<td>$\tau = T$</td>
<td>$\frac{\partial y}{\partial \tau} = y(t)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static</td>
<td>$y(t) = f(x(t), 0)$</td>
<td>$\frac{\partial y}{\partial x} = x(t)$</td>
</tr>
<tr>
<td></td>
<td>$\tau = T$</td>
<td>$\frac{\partial y}{\partial \tau} = y(t)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System Output</td>
<td>$y(t)$</td>
<td>$\frac{\partial y}{\partial x} = x(t)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: For batch adaptation, the adjoint branches must be defined, remembering that $\tau = T$ in this case, where $T$ is the final instant of the epoch.

chosen in order to obtain an estimate of $\frac{\partial y_i(t)}{\partial x_{ij}(t-\tau)}$ from this equation. Thus we can now state the following:

**Definition 4 (adjoint SFG).** The adjoint SFG $\hat{G}_N^{(a)}$ is the particular reversed graph whose $f$-branch relationships are related to the $f$-branch equations of the original graph $G_N$ by the correspondence reported in Table 1.

Table 1 shows that for each delay branch in the original SFG, the corresponding branch of the adjoint SFG is a delay branch (with zero initial condition). The nonlinearity without parameters $f_i$ in the original SFG corresponds to a gain equal to the derivative of $f_i$ evaluated at the value of the initial variable of the branch at time $t - \tau$ in the adjoint SFG, where $t$ is the time of the original SFG and $\tau$ is that of the adjoint SFG. The weight at time $t$ corresponds to the weight at time $t - \tau$ in the adjoint SFG. A similar transformation should be performed for the general nonlinearity with control parameters. The outputs of the original SFG correspond to the inputs of the adjoint SFG. For an example of adjoint SFG construction for a simple MLP with infinite impulse response (IIR) filter synapses, see Figure 3.

Moreover, the inputs of the adjoint SFG must be set to an impulse in correspondence with the output of $G_N$ of which the sensitivity has to be computed, and to a constant null signal in correspondence with all the other outputs. In other words, to compute the value of $\frac{\partial y_i(t)}{\partial x_{ij}(t-\tau)}$, the input of the adjoint SFG should be:

$$
\hat{y}(\tau) = \begin{cases} 
0 & \text{if } j \neq k \\
1, & \text{if } j = k 
\end{cases} 
\quad j = 1, \ldots, r. 
$$

Let $\hat{u}_j$, $\hat{y}_j$, $\hat{x}_j$, and $\hat{v}_j$ be the variables associated with the branches in $\hat{G}_N^{(a)}$ corresponding to $u_j$, $y_j$, $x_j$, and $v_j$ in $G_N$; it follows (see the proof in the appendix) that

$$
\frac{\partial y_i(t)}{\partial \tau} = \hat{v}(\tau). 
$$

where $k = 1, \ldots, r$ and $i = 1, \ldots, q$. Using this result in equation 3.1, we get

$$
\frac{\partial y_i(t)}{\partial x_{ij}(t-\tau)} = \hat{v}(\tau)x_{ij}(t-\tau). 
$$

This result states that the derivative of an output variable of the SFG at time $t$ with respect to its weight parameter $w_{ij}(t-\tau)$ at time $t-\tau$ is the product of the initial variable of the $ij$th branch in the original SFG at time $t-\tau$ and the initial variable of the corresponding branch in the adjoint graph at time $\tau$ units. This result can be easily generalized for the nonlinear parametric function as follows:

$$
\frac{\partial y_i(t)}{\partial \alpha_{ij}(t-\tau)} = \hat{v}(\tau)x_{ij}(t-\tau). 
$$

4 SFG Approach to Learning in Nonlinear Dynamic Systems

In the previous section, we showed how the SFG of the original network $G_N$ and the SFG of the adjoint network $\hat{G}_N^{(a)}$ can be used to compute the sensitivity of an output with respect to a past or present system parameter (equations 3.5 and 3.6).

Now we show how to use this technique to adapt a dynamic network, minimizing a supervised cost function with respect to the network parameters. The idea is to consider the cost function itself as a network connected
in cascade to the dynamical network to be adapted. Therefore, the entire system (named $G_3$ in the following) has as inputs the inputs of the original network and the desired outputs, while the value of the cost function is its unique output. The gradient of this output (i.e., of the cost function) with respect to the system parameters (e.g., weights) now corresponds to the sensitivity of this output, which can be computed by using equations 3.5 and 3.6 again, applied now to the cascade system $G_3$.

4.1 Cost Functions and Parameter Updating Rules. Let us consider a discrete-time nonlinear dynamic system with inputs $w_i, k = 1, \ldots, m$, outputs $y_k, k = 1, \ldots, r$, and parameters $w_j$ and $a_r$ which have to be adapted with respect to an output error. Using gradient-based learning and following the steepest-descent updating rule, it holds, for example, for the weight $w_j$

$$\Delta w_j = -\mu \frac{\partial f}{\partial w_j}, \quad \mu > 0,$$

(4.1)

where $f$ is the cost function, $\Delta w_j$ is the variation of the parameter $w_j$, and $\mu$ is the learning rate. The major problem is given by the calculation of the derivative $\partial f/\partial w_j$.

Since for on-line learning the parameters can change at each time instant, we have

$$\frac{\partial f}{\partial w_j} = \sum_{t=0}^{T} \frac{\partial f}{\partial w_j(t)} = \sum_{t=0}^{T} \frac{\partial f}{\partial w_j(t - \tau)}.$$  

(4.2)

As the length of the summation linearly increases with the current time step $t$, the summation in equation 4.2 must be truncated in order to implement the algorithm,

$$\Delta w_j(t) = -\mu \sum_{t-h+1}^{t} \frac{\partial f}{\partial w_j(t - \tau)} = -\mu \sum_{t-h+1}^{t} \frac{\partial f}{\partial w_j(t - \tau)}.$$  

(4.3)

where $h$ is a fixed positive integer. In this way, not all the history of the system is considered but only the most recent part in the interval $[t - h + 1, t]$. It is easy to show that a real truncation is necessary only for circuits with feedback, such as RNN, while for feedforward networks with delays (e.g., time delay NN, or TDNN) a finite $h$ can be chosen, so that all the memory of the system is taken into account. An optimal selection of $h$ requires an appropriate choice for each parameter to be adopted. For layered TDNN, $h$ should depend on the layer and should be increased moving from the last to the first layer, since more memory is involved.

The updating rule (see equations 4.2 and 4.3) holds theoretically in the hypothesis of constant weights, but practically it is only a good approximation. Equations 3.5 and 3.6 do not require that hypothesis and can be used in a more general context. Equations equivalent to 4.1, 4.2, and 4.3 can also be written for the parameters $a_r$.

The most common choice for the cost function $f$ is the MSE. The instantaneous squared error at time $t$ is defined as

$$e^2(t) = \sum_{k=1}^{r} e_k^2(t) \quad \text{with} \quad e_k(t) = d_k(t) - y_k(t),$$  

(4.4)

where $d_k(t), k = 1, \ldots, r$ are the desired outputs. So the MSE over a time interval $[t_0, t_1]$ is given by

$$E(t_0, t_1) = \sum_{t=t_0}^{t_1} e^2(t).$$  

(4.5)

In the case of batch training, the cost function can be chosen as the MSE over the entire learning epoch $E(0, T)$, where $T$ is the final time of the epoch, whereas for on-line training only the most recent errors $e^2(t)$ must be considered, for example, using $E(t - N_t + 1, t)$ with the constant $N_t$ properly chosen (Narendra et al., 1993; Narendra & Parthasarathy, 1991). Therefore it holds:

$$\begin{aligned} &E(t - N_t + 1, t) = \sum_{s=t - N_t + 1}^{t} e^2(s) \quad \text{on-line training} \\
&E(0, T) = \sum_{s=0}^{T} e^2(s) \quad \text{batch training}. 
\end{aligned}$$

Assuming $J = E(t_0, t_1)$, it follows that

$$\Delta w_i(t) = -\mu \sum_{t-h+1}^{t} \frac{\partial E(t - N_t + 1, t)}{\partial w_i(t - \tau)}$$  

(4.6a)

and

$$\Delta w_i = -\mu \sum_{t-h+1}^{t} \frac{\partial E(0, T)}{\partial w_i(T - \tau)}$$  

(4.6b)

4.2 Cost Function Gradient Computation by SFGs. Let us consider the SFG $G_3$ obtained by a cascade connection of the SFG $G_N$ of the system to be adapted and the SFG that implements the cost function $f$ (named $G_f$ in the following) (see Figure 4 for an example). The SFG $G_f$ has as inputs the outputs of the adaptable system $y_i$ and the targets $d_i$, while the value of $J$ is its unique output. Obviously $G_f$ can contain the same kind of operators as $G_N$: delays, nonlinearities, parameters to be adapted (e.g., for regulariza-
Figure 4: (a) SFG $G_{s}$ with feedback. The system $G_{s}$ in cascade with the error calculation $G_{J}$ with $J = E(t - Nc + 1, t)$, $sqr(x)$ means $x^2$, and $d$, $j = 1, \ldots, r$ are the desired outputs. (b) Its adjoint $\hat{G}_J^{(a)}$, that is, $\hat{G}_J^{(a)}$ in cascade with $\hat{G}_N^{(a)}$.

The class of cost functions allowed by this approach is therefore enlarged with respect to other approaches since the cost expression can have memory and be recursive. Although some applications would require very complex cost functions, the SFG approach can easily handle them.

Using the adjoint network $\hat{G}_J^{(a)}$ of the new SFG $G_J$, it is easy to calculate the sensitivities of the output with respect to the system parameters (see equations 3.5 and 3.6). Since the output $y_k$ ($k = 1$) of $G_J$ is the cost function $J$, combining equation 4.2 with 3.5 or 3.6 and truncating the past history to $h$ steps (on-line learning) it holds:

$$\frac{\partial J(t)}{\partial w_{ij}} = \begin{cases} h - 1 \sum_{\tau = 0}^{h-1} \hat{v}_i(\tau) x_i(t - \tau) & \text{on-line} \\ 0 \quad \tau > 0 \\ k = 1, \ldots, r \end{cases}$$ (4.7a)

$$\frac{\partial J(t)}{\partial w_{ij}} = \begin{cases} T \sum_{\tau = 0}^{T-1} \hat{v}_i(\tau) x_i(T - \tau) & \text{batch} \end{cases}$$ (4.7b)

Equations 4.7 and 4.8 hold for any cost function $J$ that can be described by an SFG. In the particular case when $J$ is chosen to be a standard MSE cost function, we show that the explicit implementation of $G_J$ can be avoided since the involved derivatives can be analytically derived.

For on-line learning, using the instantaneous squared error $J = e^2(t)$ the input-output relationship of $G_J$ is given by equation 4.4; thus,

$$\hat{y}_k(\tau) = \frac{\partial e^2(t)}{\partial y_k(t - \tau)} = \begin{cases} -2e_k(t), & \tau = 0 \\ 0, & \tau > 0 \\ k = 1, \ldots, r \end{cases}$$ (4.9)

Using equations 3.4 and 4.9 and considering the output $y_k$ of $G_N$ as an internal signal $v_i$, we can explicitly compute the outputs of the adjoint network $\hat{G}_J^{(a)}$:

$$\hat{y}_k(\tau) = \frac{\partial e^2(t)}{\partial y_k(\tau)} = \begin{cases} -2e_k(t), & \tau = 0 \\ 0, & \tau > 0 \\ k = 1, \ldots, r \end{cases}$$ (4.10)

Such outputs can be used as the inputs of $\hat{G}_N^{(a)}$. Therefore if the signal, equation 4.10, feeds the network $\hat{G}_J^{(a)}$ instead of equation 3.3, the explicit use of $\hat{G}_J^{(a)}$ can be avoided.

If $J = E(t - Nc + 1, t)$ is used, then equation 4.10 generalizes to the following (see Figure 4):

$$\hat{y}_k(\tau) = \frac{\partial E(t - Nc + 1, t)}{\partial y_k(\tau)} = \begin{cases} -2e_k(t - \tau), & \tau \leq Nc - 1 \\ 0, & \tau \geq Nc \\ k = 1, \ldots, r \end{cases}$$ (4.11)
Signal-Flow-Graph Approach to On-line Gradient Calculation

Srinivasan et al. (1994) derive a theorem that substantially states what is expressed in equation 4.7 when \( J = e^2(t) \); however, such a theorem has been proved only for a neural network with a particular structure and by a completely different and very specific approach, whereas the method presented here is very general, including any NN as a special case.

In the following, we call the resulting algorithm BC\((h)\) (backward computation), where \( h \) is the truncation parameter, or BC for a short notation or the batch case.

4.3 Detailed Steps of the BC Procedure. To derive the BC algorithm for training an arbitrary SFG \( G_N \) using an MSE cost function, the adjoint SFG \( \hat{G}_N^{(a)} \) must be drawn by reversing the graph and applying the transformation of Table 1.

**On-Line Learning.** Choosing \( J = E(0, t) \), then the following steps have to be performed for each time instant \( t \):

1. The system SFG \( G_N \) is computed one time step forward, storing in memory the internal states for the last \( h \) time steps.
2. The adjoint SFG \( \hat{G}_N^{(a)} \) is reset (setting null initial conditions for the delays).
3. \( \hat{G}_N^{(a)} \) is computed for \( \tau = 0, 1, \ldots, h - 1 \) with the input given by equation 4.11 computing the terms of summations 4.7a and 4.8a.
4. The parameters \( w_j \) and \( \alpha_j \) are adapted by equation 4.1.

**Batch Learning.** Choosing \( J = \sum_{t=0}^{T} e^2(t) \), then the procedure is simpler. For each epoch:

1. The system SFG \( G_N \) is computed, storing its internal states from time \( t = 0 \) up to time \( T \).
2. The adjoint SFG \( \hat{G}_N^{(a)} \) is reset.
3. \( \hat{G}_N^{(a)} \) is evaluated for \( \tau = 0, 1, \ldots, h - 1 \) with the input given by equation 4.11 computing the terms of summations 4.7a and 4.8a.
4. The parameters \( w_j \) and \( \alpha_j \) are adapted by equation 4.1.

However, not all the variables of the adjoint SFG have to be computed—only the initial variables of the branches containing adaptable parameters since they must be used in equations 4.7 and 4.8. It must be stressed that the delay operator of the adjoint SFG delays the \( \tau \) and not the \( t \) index.

When the MSE is considered, the batch mode BC learning method corresponds to batch BPTT and Wan and Beaufays' method (1996), while the
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Figure 6: (a) SFG representing a recurrent neuron. (b) Its adjoint.

If the desired cost function $J$ is not a conventional MSE, then the cost function $SFG^G_J$ must be designed and connected in cascade with the network $SFG$, giving the overall $SFG^S_G$, whose adjoint $SFG^\hat{G}^S$ must be drawn by reversing the graph and applying the transformation of Table 1. In the previous steps of the BC procedures, now $G_S$ must be considered instead of $G_N$ and $\hat{G}^S(a^S)$ instead of $\hat{G}^N(a^N)$ while the input of the adjoint $SFG^\hat{G}^S$ is given by equation 3.3 instead of 4.10, 4.11, or 4.12.

4.4 Example of Application of the BC Algorithm. As an example, a very simple SFG, a recurrent neuron with two adaptable parameters, is considered (see Figure 6a). The equations of the BC algorithm will be detailed to make the method clear and to show the relationship with truncated BPTT (Williams & Peng, 1990) in on-line mode and with BPTT in batch mode.

The equations of the forward phase of the system can be written looking at Figure 6a. Let us assume the following order of the branches: for the two weights and the nonlinearity operator, the branch index is the subindex shown in the figure, and for the delay operator it is equal to three. Since the system is single-input, single-output (SISO), the $u$ and $y$ variables do not need any index:

$$s(t) \hat{=} x_2(t) = w_1(t)u(t) + w_4(t)y(t - 1)$$  \hspace{0.5cm} (4.13)
$$y(t) = f_2(s(t)).$$  \hspace{0.5cm} (4.14)

4.4.1 On-line Case. For the simplest case $J = e^2(t) = (d(t) - y(t))^2$, according to equation 4.10, the input of the corresponding adjoint SFG (see Figure 6b) must be:

$$\hat{y}(t) = \begin{cases} 
-2e(t), & \tau = 0 \\
0, & \tau > 0
\end{cases}.$$  \hspace{0.5cm} (4.15)

From the adjoint SFG, it results in

$$\hat{v}_1(\tau) = \hat{v}_4(\tau) = f_2^s(s(t - \tau)) \left( \hat{y}(t) + \begin{cases} 
\hat{w}_4(\tau - 1), & \tau > 0 \\
0, & \tau = 0
\end{cases} \right).$$  \hspace{0.5cm} (4.16)

where (see Table 1)

$$\hat{w}_4(\tau - 1) = w_4(t - \tau + 1).$$  \hspace{0.5cm} (4.17)

According to equations 3.5 and 4.3, the weights can be updated using the following two equations:

$$\Delta w_1(t) = \mu \sum_{\tau = 0}^{t - 1} \delta(t - \tau)u(t - \tau)$$  \hspace{0.5cm} (4.18)
$$\Delta w_4(t) = \mu \sum_{\tau = 0}^{t - 1} \delta(t - \tau)y(t - \tau - 1),$$  \hspace{0.5cm} (4.19)

where

$$\delta(t - \tau) \hat{=} -\frac{\partial e^2(t)}{\partial y(t - \tau)} = -\frac{\partial e^2(t)}{\partial \hat{v}_1(t - \tau)} = \hat{v}_1(t).$$  \hspace{0.5cm} (4.20)

It can be easily seen that these equations do indeed correspond to truncated BPTT($h$), since the quantity $\delta$ is simply the usual $\delta$ of truncated BPTT. Note that here a weight buffer has to be used as stated by the theory, while sometimes in the literature only the current weights are used to obtain a simpler approximated implementation (Williams & Peng, 1990).

It is worth noting that in spite of the simplicity of the system (a single recurrent neuron), the backward equations are not easy to derive by chain rule; in fact, forward (recursive) equations are usually proposed for adaptation.
4.4.2 Batch Case. The graph is computed for \( t = 0, \ldots, T \) saving the internal states, without any evaluation of the adjoint SFG. The weight time index can be neglected since the weights are now constant.

In this case, the MSE over the entire epoch is taken, \( J = \sum_{t=0}^{T} e^2(t) \); therefore, the input of the adjoint SFG (see Figure 6b) must be, according to equation 4.12:

\[
\hat{y}(\tau) = -2(\tau - T), \quad \tau = 0, 1, \ldots, T
\]  

(4.21)

From the adjoint SFG, remembering that \( t = T \), it results in

\[
\hat{v}_1(\tau) = \hat{v}_4(\tau) = f_s^2(s(T - \tau)) \left( \hat{y}(\tau) + \frac{\partial \hat{v}_4(\tau - 1)}{\partial \hat{v}_1(\tau)} \right), \quad \tau > 0
\]

\[
\hat{v}_4(\tau) = \begin{cases} 0, & \tau > 0 \\ 0, & \tau = 0 \end{cases}
\]

(4.22)

where \( \hat{v}_4 = w_4 \).

Therefore the weights can be updated according to the following two equations:

\[
\Delta w_1 = \mu \sum_{\tau=0}^{T} \delta(T - \tau) u(T - \tau)
\]

(4.23)

\[
\Delta w_4 = \mu \sum_{\tau=0}^{T} \delta(T - \tau) y(T - \tau - 1)
\]

(4.24)

where

\[
\delta(T - \tau) = \hat{\delta} - \frac{\partial f}{\partial \hat{v}_1(T - \tau)} = -\frac{\partial f}{\partial \hat{v}_1(T - \tau)} = -\hat{v}_1(\tau).
\]

(4.25)

It is easy to see that these equations correspond to BPTT, since the quantity \( \delta \) is simply the usual \( \delta \) of BPTT.

4.5 Complexity Analysis. The complexity of the proposed gradient computation is very low, since it linearly increases with the number of adaptable parameters. In particular, since the adjoint graph has the same topology as the original one, the complexity of its computation is about the same; in practice, it is lower, since not all the variables of the adjoint graph have to be computed, as stated in section 4.3. For on-line learning, the adjoint graph must be evaluated \( h \) times for each time step; therefore, the number of operations for the computation of the gradient terms with respect to all the parameters is roughly (in practice it is lower) \( h \) times the number of operations of the forward phase, plus the computation needed by equations 4.7 and 4.8 for each time step (whose complexity linearly increases with \( h \) and the number of parameters).

4.5.1 Fully Recurrent Neural Networks. For the simple case of a fully recurrent, single-layer, single-delay neural network composed of \( n \) neurons, the computational complexity is \( O(n^2) \) operations per time step for batch BC or \( O(n^2 h) \) for on-line BC compared with \( O(n^4) \) for RTRL (Williams and Zipser, 1989). The memory requirement is \( O(nT) \) for batch BC or \( O(nh) \) for on-line BC, and \( O(n^3) \) for RTRL. Therefore, as far as computational complexity is concerned, in batch mode, BC is significantly simpler than RTRL, whereas in on-line mode, the complexity and also the memory requirement ratios depend on \( n^2/h \). However, in many practical cases, \( n^2 \) is large compared to \( h \), and therefore RTRL will be more complex than on-line BC.

4.5.2 Locally Recurrent Neural Networks. For a complex architecture such as a locally recurrent layered network, a mathematical evaluation of complexity can be carried out by computing the number of multiplications and additions for one iteration of the on-line learning (i.e., for each input sample). Results for on-line BC are reported in the significant special case of a two-layer MLP with IIR temporal filter synapses (IIR-MLP) (Tsoi & Back, 1994; Campolucci et al., 1999) with bias and moving average (MA) and auto regressive (AR) orders \( (L,0) \) and \( (0,l) \), respectively, depending only on the layer index \( l \).

The number of additions and multiplications is, respectively,

\[
N_2 + h \left[ N_1 N_0 (2L^{(1)} + L^{(1)}) + 2N_2 N_1 (L^{(2)} + L^{(2)}) - N_2 (N_1 - 1) + N_1 \right],
\]

\[
N_2 + h \left[ N_1 N_0 (2L^{(1)} + L^{(1)} + 1) + 2N_2 N_1 (L^{(2)} + L^{(2)}) + N_1 (N_2 + 1) \right]
\]

where \( N_l \) is the number of neurons of layer \( l \) \( (i = 0 \) corresponds to the input layer). These numbers must be added to the number of operations of the forward phase, which should always be performed before the backward phase, \( N_1 N_0 (L^{(1)} + L^{(1)}) + N_2 N_1 (L^{(2)} + L^{(2)}) \), that is, the same for both addition and multiplication.

5 Conclusion

We have presented a signal-flow-graph approach that allows an easy on-line computation of the gradient terms needed in sensitivity analysis and learning of nonlinear dynamic adaptive systems represented by SFG, even if their structure includes feedback (of any kind, even nested) or time delays. This method bypasses the complex chain rule derivative expansion traditionally needed to derive the gradient equations.

The gradient information obtained in this way can be useful for circuit optimization by output sensitivity minimization or for gradient-based training algorithms, such as conjugate gradient or other techniques. This method should allow the development of computer-aided design software by which
an operator could define an architecture of a system to be adapted or a circuit whose sensitivity must be computed, leaving the software the hard task of finding and implementing the needed gradient calculation algorithm. We have easily developed this software in a very general version.

This work is related to previous results in different fields and provides an elegant analogy with the sensitivity analysis of analog networks by the adjoint network technique obtained applying Tellegen’s theorem which in that case relates voltages and currents of the network (Director & Rohrer, 1969).

Appendix: Proof of the Adjoint SFG Method

Let us consider a nonlinear dynamical system described by an SFG with the notation defined in section 2. Starting at time 0 and letting the system run up to time \( t \) we obtain the signals \( u_j(t), y_j(t), x_j(t) \), and \( v_j(t) \).

Now let us repeat the same process but introducing at time \( t - \tau \) a perturbation \( \varepsilon \) to a specific node of the graph (see Figure 7a). This is equivalent to considering a system with \( m + 1 \) inputs, one more than the original system, where the input \( (m + 1) \)th is \( u_{m+1}(t) = u'(t) \) where \( u'(t) \) is defined such as

\[
    u'(t - \tau) = \begin{cases} 
    0, & \phi \neq \tau \\
    \varepsilon, & \phi = \tau 
    \end{cases}
\]

Therefore, at time \( t \), all the variables \( u_j(t), y_j(t), x_j(t) \), and \( v_j(t) \) will be changed to \( u_j(t) + \Delta u_j(t), y_j(t), x_j(t) + \Delta x_j(t) \), and \( v_j(t) + \Delta v_j(t) \). Obviously it holds that \( \Delta u'(t) = u'(t) \), \( \forall \tau \).

Let \( \hat{u}_j, \hat{y}_j, \hat{x}_j, \hat{v}_j \), and \( \hat{u}_{m+1}(t) = \hat{u}'(t) \) be the corresponding variables associated with the branches of a generic reversed SFG \( \hat{G}_N \) of the original graph \( G_N \). Applying theorem 1 with \( \varepsilon = 0 \) (no perturbation), it follows that

\[
    \sum_{j=1}^{r} \hat{y}_j(t) \ast (y_j(t) + \Delta y_j(t)) + \sum_{j=1}^{q} \hat{x}_j(t) \ast (x_j(t) + \Delta x_j(t)) = \sum_{j=1}^{w+1} \hat{\gamma}_j(t) \ast u_j(t) + \sum_{j=1}^{q} \hat{\gamma}_j(t) \ast v_j(t) \tag{A.1}
\]

while when \( \varepsilon \neq 0 \) (perturbation), the same equation rewrites as

\[
    \sum_{j=1}^{r} \hat{y}_j(t) \ast (y_j(t) + \Delta y_j(t)) + \sum_{j=1}^{q} \hat{x}_j(t) \ast (x_j(t) + \Delta x_j(t)) = \sum_{j=1}^{w+1} \hat{\gamma}_j(t) \ast u_j(t) + \sum_{j=1}^{q} \hat{\gamma}_j(t) \ast v_j(t) + \Delta \hat{\gamma}_j(t). \tag{A.2}
\]

Since the convolution is a linear operator, subtracting equation A.1 from A.2 results in

\[
    \sum_{j=1}^{r} \hat{y}_j(t) \ast \Delta y_j(t) + \sum_{j=1}^{q} \hat{x}_j(t) \ast \Delta x_j(t) = \sum_{j=1}^{w+1} \hat{\gamma}_j(t) \ast \Delta u_j(t) + \sum_{j=1}^{q} \hat{\gamma}_j(t) \ast \Delta v_j(t). \tag{A.3}
\]

With regard to the input branches \( \hat{y}_j \) of the SFG \( \hat{G}_N \), it is possible to choose

\[
    \hat{y}_j(\tau) = \begin{cases} 
    0, & \tau > 0 \text{ if } j = k \\
    1, & \tau = 0 \text{ if } j = k \\
    0, & \tau > 0 \text{ if } j \neq k \tag{A.4}
    \end{cases}
\]

in order to obtain:

\[
    \sum_{j=1}^{r} \hat{y}_j(t) \ast \Delta y_j(t) = \Delta y_k(t). \tag{A.5}
\]

where \( y_k \) is the output of which we need to compute the gradient.

Since the inputs \( u_j, j = 1, \ldots, m \) of \( G_N \) are obviously not dependent on the perturbation \( \varepsilon \), it holds that

\[
    \Delta u_j(t) = 0 \quad \forall \tau, \quad j = 1, \ldots, m; \tag{A.6}
\]
therefore,
\[
\sum_{j=1}^{m+1} \dot{u}_j(t) \ast \Delta u_j(t) = \dot{u}_{m+1}(t) \ast \Delta u_{m+1}(t) = \dot{u}'(t) \ast \Delta u'(t)
\]
\[
= \sum_{\phi=0}^{t} \dot{u}'(\phi) \Delta u'(t - \phi) = \dot{u}'(t) \Delta u'(t - t).
\] (A.7)

Now we use the degrees of freedom given by the definition of reversed graph to choose the \(f\)-branch operators in \(\hat{G}_N\) such that it holds:
\[
\hat{y}_j(t) \ast \Delta y_j(t) = \dot{y}_j(t) \ast \Delta y_j(t) \quad j = 1, \ldots, q.
\] (A.8)

and equation A.3 can be greatly simplified. In this way, the adjoint graph \(\hat{G}_N^u\) will be obtained.

For delay branches:
\[
\tau_j(t) = q^{-1} x_j(t) \Rightarrow \Delta \tau_j(t) = \Delta x_j(t - 1) = q^{-1} \Delta x_j(t).
\] (A.9)

Let us choose the relationship between the branch variables in \(\hat{G}_N^u\) as
\[
\hat{x}_j(\tau) = q^{-1} \hat{y}_j(\tau),
\] (A.10)

where \(\tau\) is the time index of the adjoint SFG and \(t\) the time index of the original SFG; the same notation will be used in the following.

Since \(\Delta x_j(t - \phi)\) and \(\Delta \tau_j(t - \phi)\) are zero, if \(\phi > \tau\), since the system is causal, and the initial conditions of \(\hat{G}_N^u\) are set to zero, that is
\[
\hat{x}_j(0) = 0,
\] (A.11)

it follows that
\[
\hat{y}_j(t) \ast \Delta y_j(t) = \sum_{\phi=0}^{t} \hat{y}_j(\phi) \Delta y_j(t - \phi) = \sum_{\phi=0}^{t} \hat{y}_j(\phi) \Delta y_j(t - \phi)
\]
\[
= \sum_{\phi=0}^{t} \hat{x}_j(\phi + 1) \Delta x_j(t - \phi - 1) = \sum_{i=1}^{t} \hat{x}_j(s) \Delta x_j(t - s)
\]
\[
= \sum_{i=1}^{t} \hat{x}_j(s) \Delta x_j(t - s) = \sum_{i=0}^{t-1} \hat{x}_j(s) \Delta x_j(t - s)
\]
\[
= \hat{x}_j(t) \ast \Delta x_j(t).
\] (A.12)

For static branches:
\[
\tau_j(t) = g_j(x_j(t), a_j(t), t).
\] (A.13)
and from Figure 7b that \( \hat{u}(\tau) = \hat{\xi}(\tau) \); therefore
\[
\frac{\partial y(t)}{\partial \xi(t-\tau)} = \hat{\xi}(\tau).
\] (A.22)

It is important to note that for batch learning, equation A.22 is evaluated only for \( t = T \) and, therefore the adjoint branches defined in Table 1 are considered with \( t = T \), where \( T \) is the final instant of the epoch.
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