Chapter 8
Digital Audio Effects

8.1 Introduction

Modern processing and circuit technology has made available a number of methods
for processing the acoustic signal covering various requirements. Among the different
methods, the term effect generally refers to the processing of an existing sound in
order to make it more suggestive. According to Verfaille [1], the definition of audio
effects is the follows.

Definition 8.1. Digital audio effects (DAFX) - Digital audio effects are boxes or
software tools with input audio signals or sounds which are modified according to
some sound control parameters and deliver output signals or sounds.

The possibilities of processing sound for various purposes are practically infinite and
any linear, non-linear, stationary and non-stationary transformation that makes a
sound or a set of sounds perceptually different from the original can be considered an
effect. The effect can be inserted on an instrument or on a set of instruments during
execution: in this case we will talk, as for the numerical filtering methods studied in
Chapter 4, about on-line processing. In postproduction, processing can be done with
algorithms operating in non-real time and also in batch mode. In such cases there is
a greater chance of processing. Some algorithms, such as the compression/expansion
of the time scale (which we will analyze later), are batch type by definition and have
no or difficult possibility to be realized online.

In this chapter we present some DASP methodologies for the realization of the most
common effects and, given the vastness of the topic that would require other spaces,
we want to emphasize, as in other parts of this book, the general and methodological
approach.

In the first part we introduce the concept of the simulation of the listening environ-
ment illustrating the main methodologies for the realization of artificial reverberators.
The second part presents the techniques of dynamic processing of the audio signal.
In particular, the compression-expansion techniques and their use in acoustic repro-
duction are presented. Some effects based on time delay lines modulated variants are,
instead, illustrated in the third part of the chapter. In the last part of the chapter the
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374 8 Digital Audio Effects

time-frequency transformations used for time scale change and height translation are
introduced. Other effects, such as distortion etc., are not reported for space reasons.

8.2 Room Acoustic Simulation

As is well known, and as previously reported in Chapter 3, that the acoustic environ-
ment is a determining part of the subjective quality of listening. Thus, reverb strongly
characterizes a musical performance. When music is performed in a concert hall, the
listener is immersed in a considerable amount of sound reflected from the walls. The
perception of these echoes can enrich and make the performance more evocative or, on
the contrary, make listening more “tiring” (listening fatigue). For example, in prose
the effect of reverberation can decrease the intelligibility of the word, on the contrary
a chorus heard in a poorly reverberating environment can be too “dry” and make the
performance unattractive.

Recorded music almost always has a certain amount of reverberation due to the
environment where the recording is made and/or artificially added in post-production
manipulation: artificial reverberators are used, therefore, to add reverberation to mu-
sic recorded in the studio, in movies or to modify the acoustics of a listening room.

For the realization of this effect there is a variety of methodologies almost all based
on the use of delay lines appropriately connected to numerical filters implemented
according to some criteria of physical modeling of reflection and /or sound propagation.
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The first work on artificial reverberation dates back to the early 1960s. Schroeder
in [2], [3], first proposed the use of comb and all-pass filters combinations. Since then,
a large number of papers have been written on the subject and so far many research
contributions have been made in this area. For example, some reverberator models are
based on the Feedback Delay Networks [9], [11], [13] which represent a multi-channel
generalization of Schoreder’s models.

As seen in §Chapter 3, in general terms, the impulse response of a listening room
can be divided into three parts: direct radiation or direct signal (DS); first reflections
or early reflections (ER); diffuse radiation or subsequent reverberation (SR) or late
reflections (LT).
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8.2.1 Physical Modeling vs Perceptual Approach

Artificial reverberation can be achieved with different approaches based on even very
different philosophies.

8.2.1.1 Convolution with Impulse Response

A first method is to determine the point-to-point transfer function(PP-TF) between
the source and the listening point. To achieve this goal the reverberated signal is
obtained through a convolution operation with an impulse response from a listening
room. For each z;[n] sound source, two impulse responses must be determined for the
right and left ear h; p[n] and h; r[n] implemented with a FIR filter.
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The impulse response can be measured in a particular listening room or obtained
from a simulator of the type described in §3.

At normal audio sampling rates the impulse response can tens of thousands samples
length. In the implementation with FIR filters (2 for each source) TF-PP modeling
requires, therefore, rather high computational resources. Another limitation of this
method is that it is extremely complex to model the movement of acoustic sources.

For each position of the source (or listener), you need to determine a pair of TF and
even if they were previously calculated in memory, a very high memory occupation
would be required.

The quality and naturalness of the sound produced with such methodology are
however high.

8.2.1.2 Physical modeling

The second approach is based on physical modeling: the artificial reverberator is built
on a more or less exact model of a real acoustic environment. The listening environ-
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ment is modeled with a 3D network (mesh) using, for example, a digital waveguides
network (DWN) or finite element technique. In this case the acoustic response of
the room would be available at all points of the space. The listener or source could
be moved to any point without changing the underlying model. The approach based
on physical modeling allows, moreover, a remarkable naturalness in the positional
reconstruction of the 3D sound front.

A rough estimate of the computational cost can be made by simple reasoning.
Considering a maximum frequency of 20 kHz at the normal speed of sound in air, the
wavelength of the maximum frequency is 17 mm, so we should consider a minimum
spatial resolution of about 7.5 mm. For a room of 4 x 4 x 3 m3 the number of node
is about 100 million. For each node it is necessary to consider six directions of prop-
agation and, even in the case of multiplier-less junctions, the number of additions is
about 10 for each signal sample. With a sampling frequency of 44.1 kHz we will have
4.41 x10'3 additions which is of the same order of magnitude as an approach based
on PP-TF estimation with 3 sources (six convolutions) with a reverberation time of
1s.

8.2.1.3 Perceptual model

A third approach for the realization of an artificial reverberator attempts to recon-
struct the acoustic scene considering the perceptual aspects: a reverberant circuit
capable of behaving acoustically interesting and perceptually indistinguishable from
a natural reverb is synthesized. The objective is to determine an algorithm capable of
reproducing the salient characteristics of natural reverberation (reverberation time,
reflection density, frequency response, etc.).

This methodology is much more efficient than full physical modeling and the es-
timation of the PTO. An important aspect of this paradigm is that the perceptual
mode is fully parameterizable and easily controllable.

As we will see in this chapter, the perceptual approach allows for the separate
implementation of ERs that are usually implemented with a relatively short FIR
filter, and LTs that are implemented with appropriately connected comb and all-pass
networks.

8.3 Schroeder’s Artificial Reverberator
Schroeder was s perhaps one of the first to study reverberators in terms of numerical

filters and to propose some architectures that are still widely used today [2], [3], [5].
In the following paragraphs we report some of them.

8.3.1 Schroeder’s First Model

The easiest way to simulate an impulse response with exponential decay is to use
recursive and all-pass filters §5.2.5.
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The comb filter, also called plain reverberator (PR), is the main element of the
reverberator, in fact, this block models the delay with which the reflected wave fronts
reach the listener (see Fig. 8.3-a)-b)). The all-pass comb (AP) filter, Fig. 8.3-c) does
not model any physical phenomenon but changes the distribution of the peaks of the
impulse response that that become “denser”. Inserting the AP is just to make the
sound more diffuse: the overall effect of the reverb is more realistic.

The reflections obtained with such filters generate, in any case, a rather unnatural
sound. Both PR and AP produce a response with impulses that are evenly spaced at
a distance equal to the length of the delay line. The comb filter, given its frequency
response with resonance and anti-resonance, produces a high coloration of the sound.

The AP filter, while having a flat frequency response, produces a very complex
phase distortion. The sound coloration due to the comb and all-pass filters is therefore
easily perceptible by a trained listener [7].

A first family of reverberators, suggested by Schroeder in [4], [5], uses two different
combinations of PR and AP. Fig. 8.4-a) describes or feedforward structure without
any feedback. Fig. 8.4-b) has instead feedback due to PR filters.

In both Schroeder’s proposals, a portion of the input signal is mixed directly into
the output. The direct sum of the input simulates the proximity of the source to the
destination. If the listener, located at a distance r from the source, moves, the reverb
level remains constant while the gain of the direct link should increase or decrease
with law 1/72 (see §1.7.2). If the listener moves away we will have a point where the
reverb level exceeds that of the direct sound and we will have a predominance of the
diffuse field (§3.4.5). The coefficient gy in Fig. 8.4-b) can then be calculated based on
the virtual distance of the source.

However, Schroeder’s reverberates require the determination (done more and less
empirically) of a number of parameters (gain and delay length). It is very important,
as noted by Moorer in [7], to maintain the length of the delay lines prime numebr
each other. This choice reduces the possibility of superimposed impulses that could
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Fig. 8.4 First reverberant structures by Schroeder with comb and all-pass filter combinations
suitable for the simulation of late-reflections: a) Cascade allpass filters only; b) Comb and all-pass
filters.

generate annoying peaks on the output signal; moreover, it produces a more uniform
and dense decay.

8.3.2 The Schroeder-Moorer Model

Again Schroeder in [3] proposed a geometric room simulation model similar to the
ray-tracing described in §3.6.3.

With this model Moorer calculated the first reflections of the listening room and
thus determined the impulse response due to ERs. The proposed model therefore
consists of a FIR filter that models the ERs connected to the reverberator in Fig.
8.4-b). The resulting model is shown in Fig. 8.5.
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8.3.3 The Frequency-Dependent Moorer Model

Schroeder’s reverb models in Fig. 8.5 have been and still are widely used. Such models,
however, have a not very realistic effect. The main acoustic problems of these models,
as pointed out in [7], are:

e The impulse decay response at the beginning is not dense enough and the expo-
nential decay is rather slow. This produces an annoying delay of a few hundred
ms.

e The uniformity of the decay curve depends, rather critically, on the choice of
parameters (gains and delays) of the base units. Simply changing the length of a
delay line can make the sound very “grainy” and unpleasant.

e The reverb tail can be tediously repetitive, due to the imposed periodicity of the
delay lines.

To make the effect of Schroeder’s reverberator more realistic, Moorer in [7] modifies
the basic comb and all-pass structures by inserting simple filters, inside the cycles,
that simulate the higher decay at high frequencies due to the propagation of sound
in the air and the characteristics of the reflective walls. For example, a T'(z) low-pass
network function can be inserted in the comb structure in the I-order of type

1

= oo (8.1)

T(z)

as shown in Fig. 8.6.
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The new structure, denoted as lowpass-feedback comb filter has a TF defiend as

B »—Do _z7Do + g1z~ (Po+D1)
B 1+ goT(2)z— Do n 1+goz—Po+g12—D1

H(z) (8.2)
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where for the stability go = k(1 —go), with 0 <k < 1. The presence of the low pass in
the feedback causes each replica to disperse more and more, generating a softer and
more diffuse reverberator response, in fact each replica is filtered again.

Remark 8.1. To better understand the effect of the T'(z) filter in the feedback line
consider the reverberator in Fig. 8.6-b), with transfer function equal to

1

ey o)

(8.3)

For gg =1 the above equation can be expanded with the geometric series formula. It
follows

H(z)=142"PT(2)+ (Z*DT(z))2 + (z*DT(z))3 +oee

Said ¢[n] the impulse response of the filter 7'(z), the impulse response h[n| assumes
the form

h(n) =d[n|+tln— D]+ (t*t)[n—2D]+ (txt*t)[n—3D]+... . (8.4)
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Fig. 8.7 Impulse response for the lowpass-feedback comb filter or plain reverberator with TF
(8.2).

From Eqn. (8.4) we can observe that the first echo of the impulse response h[n] for
n = D has the form of ¢[n], for n = 2D, instead, it takes the form ¢«¢ (which has a
longer duration), and so on (see Fig. 8.7). Fig. 8.8, for example, shows the impulse
response of the circuit in Figure 9.6-b)for D = 20 and ¢[n] = {—1/3,1/3,—1/3}. The
density of the impulse response increases, therefore, with time and this behavior is
closer to what happens in real istening environments where the number of reflections
increases (quadratically) over time.
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Also the basic all-pass structure can be modified by inserting appropriate transfer
functions, within the feedforward F(z) and backward B(z) loops, which must be
complex conjugated together. This implies that the respective impulse responses are
reversed (one is the mirror version of the other).
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Fig. 8.9 All-pass struc- m z
ture with a network func-
tion B(z) and F'(z) in-
serted within the feedback -9
and feedforward cycle re- B(2)
spectively.

Usually the F'(z) and consequently the B(z), are made with simple FIR filters.
This, in fact, makes the problem of stability a simple solution.

8.3.4 Selecting Reverberator Parameters

One of the main problems in making a reverberator is the choice of parameters. In fact,
it is not possible to derive certain acoustic characteristics directly from the properties
of the filter transfer functions and the lengths of the delay lines. In fact, the perception
of reverb quality is not simply related to the typical quantities of network functions
(root location, delays, etc.).

As previously observed, one of the (empirical) criteria for the choice of delay lines is
to take their prime number lengths from each other. For the choice of the other param-
eters (for example the coefficients g; that control the roll-off of the lowpass-feedback
comb filter), as already suggested by Moorer in [7], it is possible to use optimization
algorithms with the criterion of minimum squares, a cost function relative to a certain
desired response.
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Table 8.1 Possible choice of Schroeder reverberator parameters with 6 comb and an 3 all-pass.

25 kHz 50 kHz Length [samples] g
Delay [ms] O g

All-pass comb 1 1051 0.7
Low-pass comb 1 50 0.24 0.46 All-pass comb 2 337 07
Low-pass comb 2 56 0.26 0.48 All-pass comb 3 113 07
Low-pass comb 3 61 0.28 0.50
Low-pass comb 4 68 0.29 0.52
Low-pass comb 5 72 0.30 0.53
Low-pass comb 6 78 0.32 0.55

In Table 8.1 the e parameters of a Schroeder reverberators with 6 parallel lowpass-
feedback comb filters with TF (8.2). The parameters go are set as go = 0.2(1 —g1),
and for the 3 all-pass comb lengths equal to prime numbers 113,337 and 1051, have
been chosen with g =0.7.

8.4 The Quality of Artificial Reverberation

Before moving on to the study of other more sophisticated architectures to realize
artificial reverberators (AR) we see some criteria for the evaluation of their acoustic
quality.

As we know the Quality of a Listening Environment (QLE) is not a well-defined
concept [26]. As we have seen in §3.7, the criteria for defining the goodness of a listen-
ing environment is strongly dependent on the type of representation made. In analogy
with QLE also the Artificial Reverberation Quality (ARQ) cannot be easily defined.
In general, however, we can define some subjective criteria, based on perception and
supported by some objective measures. In particular the latter, as we will see later,
have somehow characterized the choice of more advanced reverberant circuit archi-
tectures. It is known that some parameters influence the response of an RA more
perceptively. In [22] the authors propose that, in order to be able to optimize the
response of an AR, it is necessary to be able to control the following parameters:

FINO QUI

o Teo(f) is the reverberation time (RT) for each frequency (defined in §3.4.1). For
listening rooms it is one of the most used parameters.

o Gao(f) defined as gain for each frequency.

o C(f) defined as clarity or ratio between the energy of the impulse response in ER
and the energy of the impulse response in LT.

o p(f) defined as the interaural correlation coefficient (between the right and left
ear).

8.4.1 Energy Decay Curves

As previous explained in Chapter 3, the acoustic characteristics of a room are com-
pletely described by the impulse response. In particular, the energy decay curve (EDC)
proposed by Schroeder and defined §3.4.2 can be used to estimate the RT Tgp. Ac-
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cording with [8] the EDC can be estimated by the backward integration of the squared
impulse response using a sliding fixed integration time, Tp ~ %T607 using Eqn. (3.16).

So, the EDC can be used also for artificial reverberation. For example, in Fig. 8.10 is
reported the echogram and the nomrmalize EDC for the Schroeder reverberator with
six low-pass comb and 3 all-pass filter implemented with the parameters in Table 8.1.

Schroeder Reverberator 6 Comb-lowpass, 3 all-pass
T T T T T T T
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Fig. 8.10 Trend of the
Schroeder reverberator
impulse response, and the
relative echogram, with
the low-pass feedback
comb parameters proposed
by in Table 8.1.
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The EDC describes the residual energy of an impulse response from any ¢ moment
and normally decreases exponentially with ¢ (i.e. linearly in dB). The RT can be
derived from EDC simply by considering the slope of the decay curve (in [dB/s]).

More recently Griesinger [12] and Jot [15] have formulated a variation of EDC(t)
by introducing energy decay relief (EDR) defined as

2

EDR(t,w) =

/Ooh(T)e_j“’TdT (8.5)
t

The ERD(¢,w), that represents the reverberation decay as a function of time and fre-
quency, can also be used as a qualitative index of artificial reverberators. For example
in Fig. 8.11 shown the EDR of the Schroeder reverberator above described.

From a computational point of view it is possible to calculate EDR through Short
Time Fourier Transaform (STFT) as reported in §3.4.3 (see Equ.s (3.17) and (3.18)),
or with other methods known in literature such as Wigner-Ville distribution, wavelet
ete.

Although, as already pointed out, the QRA is not a well-defined concept, there are,
however, some objective criteria based on psychophysiological principles of hearing
(which are the same that are used for the determination of the QAA). In general,
different criteria can be defined for the qualitative assessment of the ER and LR.
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Schroeder Reverberator 6 Comb-lowpass, 3 all-pass
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comb parameters proposed
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8.4.2 Characterization of Diffuse Radiation

After the first 60-100 ms, the impulse response measured in a large room can be mod-
eled as a non-stationary Gaussian random process with a time-varying spectral power
density [15]. This statistical model assumes a large modal overlap for all frequencies
above 100 Hz. For the characterization of diffuse radiation or late reflections (LR), as
suggested in [17], the main subjective parameters are:

1. the density of reflections, which in listening rooms increases with the square of
time;

2. the similarity between the frequency response of the artificial reverberator and

the reference concert hall;

the shape of the envelope of the impulse response;

the dynamics and the level of distortion;

5. the density of resonant modes (which in listening rooms increases with the square
of frequency).

Ll

From the previous considerations we can say that LRs can be characterized, start-
ing from the impulse response of the reverberator, only from a perceptual point of
view considering the frequency response, the variations of reverberation time with
frequency. The main objective parameters are:

1. mode density or frequency density;
2. echo density;

3. unnatural resonances;

4. reverberation time.

For objective parameters it is usual to use the following definitions.

8.4.2.1 Mode Density or Frequency Density

The frequency density (or mode density) dy is defined as the number of natural fre-
quencies per Hertz. For example, as reported in [13], for a comb filter you have
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d; = DT,, [1/Hz]

where Ty is the sampling period and D the DL length. It is known, in fact, that a
long D comb filter is characterized by D/2 resonances between frequencies [0, 0.5T],
separated by a distance equal to Af = fs/D (see Fig. 5.5).

Schroeder Reverberator 3 Comb, rp =0.97 Schroeder Reverberator 3 Comb, rp =0.97

DL Length:11, gp:0.70
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Fig. 8.12 Frequency response of three comb filters in parallel with lengths equal to: 11, 13 and
17. Note that the decay of the comb filters is not uniform: for the same feedback gain g = 0.7, the
shorter delay line has a higher decay.

The sound of a good reverberator should not have evident colorations; the reso-
nances due to the comb filters should therefore be distributed “quite” uniformely.

Schroeder suggests in [3] that the DL lengths should not be too dissimilar and
proposes a maximum ratio between the shorter DL and the longer DL of 1 ./. 1.5 (see
Table 8.1). Under these conditions, the frequency density of a Schroeder reverberator
with P parallel comb filters, or each of D,, length, is equal to

P
df =Y D,T,=P-D-T, (8.6)
p=1
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where D is the average length of the delay lines.

8.4.2.2 Echo density

The echo density is defined as the number of reflections per second. For example, as
reported in [13], for a comb filter we have that

1
de = ﬁa [1/5]

and for a parallel bank of P comb filters, we get

¢ 4 DT DT

From the previous expressions we have P = ,/d.dy and DT, = ,/df/de.

To obtain a frequency density dy = 0.15 (recommended value in [3]) and an echo
density d. = 1000, it is possible to calculate the number of comb filters required
P =+/0.15-1000 ~ 12 with an average delay line length of DT = /0.15/1000 = 12
ms.

The echo density value is further increased by cascading a P4 number of all-pass
cells (typically 2 or 3). To create a reverberator with sufficient quality, according to
Griesinger in [12], an echo density of at least d. = 10* and d; = 0.45 (more than 60
comb filters!) is required.

8.4.2.3 Unnatural resonances

In order to avoid unnatural resonances the comb filters should have the same decay
rate. So Jot and Chaigne in [13] proposed a simple method to determine the feedback
gains of delay lines in order to have uniform decay of all modes.

The same authors suggest that the amplitude of the poles 7, (poles radius on the
z-plane) should be calculated according to the criterion

rp= g;/Dp =cost gp= rpr (8.7)
where g, represents the DL gain. The results are shown in Fig. 8.13).

As already seen in §8.3.2 and illustrated in Fig. 8.14, Moorer has inserted a lowpass
filter in the comb filter loop to simulate the frequency-dependent absorption of air
and walls. The module of the loop filter, is usually an first order IIR filter with TF":
T(z)= ﬁ, where a, depending on the physical characteristics of the absorption.

Therefore, the overall TF is

1 lfapz_1

H(z)= = .
(2) 1-g,T(2)z=P 1—apz=1—gpz=P

The condition (8.7) must therefore be rewritten as



8.4 The Quality of Artificial Reverberation 387
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Fig. 8.13 Characteristic curves of a reverberator with three comb filters in parallell with lengths
equal to: 11, 13 and 17, with r, = 0.97 in Eqn. (8.7).

x[n] ) yIn]

Fig. 8.14 Comb filter
with first order IIR low-
pass loop filter.

rp(@) = |gpTp ()PP = cost, p (8.8)
where, instead of just the p-th DL gain g, we consider also the term due to the loop
filter T'(2).

Fig. 8.15 shows the characteristic curves relative to the example previously de-
scribed with three parallel comb filters, in which a ITR low-pass first order loop filter,
of the type shown in Fig. 8.14, has been inserted. From the figure we can observe that
with the same length and gains of the delay lines, the reverberation time is increased.
In addition, the modes at low frequencies decay more slowly than those at high fre-
quencies. Finally, note that in this experiment the coefficient a, has been empirically
determined as a, = 3(1— g,).
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Fig. 8.15 Comb filter with first order IIR loop filter with TF T'(z) = l_alzﬁ

8.4.2.4 Reverberator with Plug-in All-Pass

As we have seen before, an AR with a good diffuse sound, must be characterized by
an impulse response resembling a noisy process with a certain decay. Since white noise
is characterized by a white spectrum and a random phase, this suggested the use of
all-pass filters: Schroeder proposed the use of all-pass networks in series. Vercoe and
Puckette in [31] and Gardner in [32] suggested the use of all-pass nets described in
§8.3.2.

However, Gardner [32], pointed out that this type of structure can lead to a colored
sound. To avoid this coloration, he suggests inserting additional global feedback on
the system with a gain |g| < 1. By inserting this feedback, the echo density increases
further, making the sound less metallic and more natural.

8.4.3 Early Reflections Characterization

As we know, it is mainly early reflections (ER) that strongly characterize the positional
acoustic perception of sound in reverberant environments. The parameters that are
normally used for their characterization, defined on the basis of numerous experiments
[17]-[20], are for example: 1) the threshold of audibility in relation to the level of the
reflected and delayed signal; 2) the level and relative delay that produce the effect of
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coloration and/or disturbance; 3) the level and relative delay that produce a sound
image (echo).

One of the most accredited methodologies, to define some objective parameters for
the characterization of ERs, consists in the analysis of the autocorrelation function
of the impulse response 74 (t). Ando in [19] indicates some preference criteria that
relate the rpp(t) function and the extent of the first reflections. For example, for a
single reflection the subjectively preferred Aty delay is determined by the following
reports

[At1]y = Ta

such that
Iren(T)] S KA, 7> 14 (8.9)

where k and ¢, are constant factors and A represents the reflection amplitude.

In practice, the target delay Aty can be derived from the approxiamtion: |rp, (Atq)| =
0.1-7,1(0). The expression (8.4.3) can also be used in the presence of multiple reflec-
tions considering the equivalent reflection amplitude calculated as

N
A=Y 42
n=1

where A,, represents the amplitude of the n-th reflection. The previous relationship
say that the perceptually “better reflections” are those with a delay Aty such that
Eqn. (8.4.3) is satisfied.

With regard to artificial reverberators, the expression it can be interpreted as
reported by Czyzewski in [17], as :

ray ()] = @
Yy

o 74y(0) - is the cross correlation between the input and output of the reverberator;

e Aty - is the delay of the ER produced by the reverberator;

e E, and Ey - represent the average energy of the input and output signal in the
analysis window considered.

(8.10)

ZAnThh(Atn)

where

It indicates that the (8.10) subjective quality of AR’s ER can be assessed on the basis
of the cross-correlation value.

8.4.3.1 Stereophonic Signal

It is well known that the spatial feel of sound in a listening room can be modelled
through ERs. for stereophonic signal, the criteria for the subjective evaluation of the
QRA are always defined on the basis of the correlation functions. Ando in [19] proposes
a relationship between the desired spatial response and the interaural crosscorrelation
function (IACC) (see §3.3.3, see Eqn. (3.14)).
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In the case of incoherent sounds, where the signal arrives identical to both ears,
the TACC takes the form of

S AZRY (1)

max \/ZA%RZ(Z”(O)ZA%RW(O)

ACC = ‘ﬁ?m‘ . Jrl<1, [ms]  (8.11)

where the term Ri?) (7) represents the interaural covariance and Rl(ln) (), R (7) rep-
resent the left and right autocovariances respectively of the n-th reflection, measured
on the eardrum.

The criterion described by Eqn. (8.11), being measured directly on the eardrum,
is not easily adaptable to the qualitative measurement of artificial reverberators. In
[17] the author proposes a formula

tim ofp [T fu, () Fy, ()t
’T T Z(O)’ = S
o \/lim% JE 2 ()detim ok [ 2 (¢)dt

represents the cross-correlation of the reverberator for t =0 and f,, (t) are the right
and left output signals, treated with the A-weighing filter.

8.5 Reverb Model with Feedback Delay Networks

As seen in the previous sections, the realization of an RA requires a number of comb
and all-pass filters connected appropriately. For example, to achieve a certain degree
of mode density, a number of comb filters must be connected in parallel. To obtain
a certain perceivable density of increasing echo over time (as in real rooms) we can
connect in series a number of all-pass filters. A first attempt at generalization was
suggested by Gerzon in [11] which introduces the concept of unitary multi-channel
network. He noticed that the parallel of individual comb filters produces a low quality
sound while cross-connecting the feedback lines results in a much higher quality sound.

As proposed by Gerzon [11] and independently from Stautner and Puckette [9],
the Feedback Delay Networks model in Fig. 8.16 (already described in §5.2.3) can be
seen as a vector extension of the comb filter. In general terms it is possible to say that
the FDN model, through the cross coupling between the various channels, produces
a much higher echo density and allows a sound with much higher quality than the
simple parallel of comb filters.

8.5.1 Stautner and Puckette’s Model

The model in Fig. 8.17 is specialized by the same authors [9] with pseudophysical
considerations such as a four-input-output network that can be represented with the
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D(2)

Fig. 8.16 Feedback Delay
Networks.

diagram in Fig. 8.16. In particular, an A matrix of feedback of the type

which can be seen as a Hadamard permutation matrix and where the elements of the
vector g are such that |g;| < %

Source

Fig. 8.17 Stautner and
Puckette’s reverberator
with control tone on the
input signal [9]

In the Stautner and Puckette model the input signal can be inserted anywhere
on the DL. This topology allows to have the outputs (of the loudspeakers) that are
mutually incoherent and, as pointed out by many authors [4], [4], [20], this models
quite well a diffuse field. The filters at the delay-line input are simple tone controls
implemented with shelving filters.

Remark 8.2. One of the main problems of the FDN model lies in the choice of the
feedback matrix A. In [9], [11] the authors indicate a simple criterion that ensures
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stability: matrix A must be obtained as a product of a unit matrix and a vector of
gains such that |g;| < 1.

8.5.2 Jot and Chainge Model

A single-input, single-output (SISO) FDN topology, shown in Fig. 8.18-a), was pro-
posed more recently by Jot and Chainge in [13]. This architecture can be seen as an
extension of Gerzon’s model for monophonic reverberators. Using a vector notation
in z domain, we can write

S(z) =D(2)[AS(z) + bX (z)] (8.12)
X(2) =cTs(2)+dX(2). ’
In the case of multi-input, multi-output (MIMO) system in the previous expression,
the terms b and ¢ become matrices. Eliminating S(z) from the Eqn. (8.12) gives the
system’s TF

H(z)=c" [D(z"1)~A] 'b+d.

The poles of H(z) are derived from the equation
det|A—D(z"1)|[ =0 (8.13)
where its solution is simple only for particular choices of matrix A.

Remark 8.3. With appropriate choices of matrix A, the circuit in Fig. 8.18 can
represent any combination of filters. For example, for A diagonal the circuit represents
a parallel of comb filters. In the case of triangular matrix the equation (8.13) becomes

N

H (aip—sz) =0 (8.14)

i=1

A variant proposed by Jot in [15], of the Jot Chainge model, is the one shown in Fig,.
8.18-b).

The insertion of B;(z) filters allows you to have some control of absorption as a
function of frequency. The insertion of the T'(z) filter consists instead of a simple tone
control.

8.5.3 Choice of Feedback Matrix

As described above, an ideal reverberator should have an exponential LR decay. The
impulse response should be that of a modelable diffuse field, i.e., as a time-variant
stochastic process [7], [26].

When determining the characteristics of an AR, however, you should refer to a
lossless model with infinite reverberation time and make sure that the AR behaves
like a “good noise generator”.
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x[n] d ~ y[n] x[n]
+

C T(2)

Cy

vlA=Qg'|
a) FDN b) . A .

Fig. 8.18 a) Jot Chainge reverberator model. b) Variant with frequency-dependent absorption
and shelving filter (tone control).

This modal is defined as lossless prototype [4]. After achieving uniformity noise,
you can work on getting a certain reverberation time for each frequency band.

It is well known [4] that for FDN models the feature of the lossless prototype
strongly depends on the choice of the feedback matrix. Below are some possible
choices.

General Method A general criterion for the choice of the feedback matrix derives
from the property already described in §8.5.3. The FDN is lossless, if and only if,
the eigenvalues of the feedback matrix A, have unit module and corresponding N
eigenvectors are linearly independent.

Householder feedback matrix In the case N x N (N inputs and N outputs) a
particularly interesting choice, proposed in [13], consists in the Householder matrix
defined as

A=J- %u Nu%}

where uk; =11, 1, ..., 1] and the identity matrix J can, be any permutation matrix [23].
The resulting matrix has only two different non zero terms in each column maximizing
the echo density.

When N is equal to a power of two, for the calculation of the product Ax(z), no
multiplication operations are necessary but only permutations of the elements of x(z).

One property of Householder A’s feedback matrix is that for N # 2 the elements
in the matrix are all different from scratch: each delay line feeds all delay lines maxi-
mizing echo density.

In the particular case where J is equal to the identity matrix I, the system behaves
as the parallel of comb filters with the highest echo density as shown in Fig. 8.19.

With this configuration Jot notes that an output audible click with a period equal
to the sum of the lengths of the delay lines. Jot, suggests that this click can be
eliminated by reversing the signs of each element of the vector c.
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Another interesting case is for N = 4 where the all coefficients of the matrix have
the same amplitude.
1 -1-1-1
1]-11 -1-1
Ar=51111 1
-1-1-11

For N > 4 the diagonal elements become larger than the other elements and for very

&1
x[n] yIn]
— &> ‘Q&
@
: v
Fig. 8.19 Comb in paral- e

lel (N = 3) with feedback
maximizing echo density.

large N the parallel comb bank will be decoupled. In case N = 16, an interesting
configuration is the one that uses blocks consisting of the A4 matrix.

An interesting method proposed by Gerzon, is to replace each of the four delay
lines with an FDN 4 x 4 of all-pass vectors (which in turn contains 4 delay lines).

Remark 8.4. An interesting choice for the Jy matrix is the circular permutation
matrix. This configuration is equivalent to powering the delay lines in serial mode.
This simplifies the problems (hardware and/or software) of memory management.

Triangular feedback matrix Another interesting FDN, proposed by Jot in [25], is
the triangular matrix defined as

A1 00
A=|a X 0
bC)\g

with this choice in fact the eigenvalues A1, Ag and A3 are placed on the main diagonal
whatever the value of a, b and c. However, it is important to note that not all triangular
matrices are lossless [4].

Unitary circulating matrix - A further interesting choice of matrix A is the one
proposed by Rocchesso and Smith in [16]. They propose the use of a unitary circulating
matrix defined as

a(0) a(l) - a(N-1)
a(N—-1)a(0) -+ AN-2)
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This matrix is characterized by a series of properties such as: if the matrix is circulating
then AT A = AAT': if the matrix is circulating is lossless it is also unitary. In addition,
each circulating matrix can be diagonalized with the DFT transform.

1
Ay=F 'AF = NFTAF

where F is the DFT matrix (see Eqn. (4.6)). This implies that the eigenvalues of A
can be calculated with the DFT of the first line

(MA)) = DFT{[a(O),a(l),...,a(N— 1)]T}

where {A(A)} are the eigenvalues of A. If A is circulating and unitary all its eigen-
values are arranged in the unitary circle. From the previous properties, it is possible
to determine the circulating matrix A starting from the desired distribution of eigen-
values on the unit circle. Starting, for example, with a desired eigenvalue distribution
we can determine the vector of the first line such as

[a(0),a(1),...,a(N —1)]" = IDFT { I\ (A)]T} (8.15)

and that’s true of any lossless matrix. In [16] it is shown, in fact, that given any A in
the form A = T~!DT , it is lossless if d any diagonal matrix with unit module is T
and any invertible matrix.

From a more operational point of view, the use of the unitary circulating feedback
matrix reduces the computational cost of the vector matrix product from O(N?) to
O(NlogaN) when N is a power of 2.

8.5.4 Other Models

Dattorro’s Reverberator - Inspired by Griesinger’s work[12], Dattorro’s reverberator[39]
consists of a number of pre-delay units (one low-pass filter and four all-pass filters)
used to decorrelate the input signal and called diffusers.

The second section of Dattorro’s reverberator, called the tank, consists of two
different paths, each of which is feedback to the other as illustrated in Fig. 8.20. Each
tank path consists of two all-pass two DLs and a low pass filter. The reverberator
output is the weighted sum of the tank outputs.

In Dattorro’s reverberator, the all-pass filters are of variable length: the length of
the DLs is modulated so as to obtain a better diffusion effect.

Direct Convolution Reverberator - As we have already said in the introduction,
if we wanted to obtain a very natural sound of an artificial reverberator we could
convolve the input signal with the impulse response of a real room. Since convolution
done directly in the time domain requires a large number of operations, in practice
block methods in the frequency domain [40] or multi-rate methods[41] are used (see

§4.6).
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Fig. 8.20 Dattorro’s re-
verberator diagram [39].

APF |—>| z™™ |——| LPF Ii-| APF |—-| Zzm

FDN with time variants DL For better acoustic performance, Dattorro’s rever-
berator can be realized with time variants delay line From the physical point of view
the DL time variant models: 1) the different speed of propagation that occurs in the
various layers of air in the presence of temperature gradients; 2) the characteristic
time variants of the listening rooms due, for example, to people moving, etc.

This can be easily extended to FDN-based reverberators [33]. The length of the
DLs can be modified with different types of modulations such as sinusoidal or pseudo-
random sequences which, in order to have a slow variation, can be filtered. To have a
very realistic diffusion effect each delay line is modulated with a different seed and/or
with different modulation depths. However, care must be taken if the various modula-
tions are all in the same direction: in these cases, in fact, there could be a perceptible
effect on the pitch of the note played. In general, these effects are quite small if the
modulations are sinusoidal [33].

8.6 Acoustic Modeling with Digital Waveguides Networks

The digital waveguide (DW) paradigm defined by Smith in [27] has long been widely
used in the physical modeling of musical instruments. As already mentioned in §6.3,
the DW consists of a two-way delay line (or simply two delay lines with opposite
directions). A delay line can therefore be considered as a simplified DW and, therefore,
the FDN theory can be reformulated in terms of digital waveguides. It is also known
that a DW network (DWN) (see also §5.2.3) can simulate wave propagation in any
2D or 3D space direction [4], [28], [29], [35].

In the design of acoustic environment simulators, the main advantage in using
DWNs, rather than normal DWs, is that they can model the wavefront explicitly
in all directions as in a real situation. With 2D or 3D DWNs, the diffuse field can,
in fact, be modeled with some accuracy as well as the growth of echo density and
modes that can occur in a very natural way. In particular with DWNs it is possible to
model the low frequency modes of the listening room with a certain precision (which
is extremely complex with other methods).

It should be noted that the computational cost of DWN is quite negotiable and
lower than standard techniques based on simulation with finite difference equations
especially for coarse-grained DWN. However, the use of coarse-grained DWN allows
good physical modeling at low frequencies.
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This limitation is acceptable as higher frequency modes cannot be perceived by the
ear. Also, since DWN is by definition a lossless circuit, no errors are made in modeling
the damping modes. Errors, which can be made by the DWN simulator when modeling
an oscillating membrane or acoustic space, are due to mode estimation (tuning) and to
the necessarily limited bandwidth. Tuning errors can be due to dispersive phenomena
along certain directions [30].

8.6.1 Physical Modeling with Digital Waveguide Networks

A DWN for wave propagation modeling consists of the connection of scattering junc-
tions (SJ) with lines composed of a single delay as shown in Fig. 8.21-a).

- +

Scattering P Dy Scattering
junction z junction
J k

Fig. 8.21 Digital waveguide networks (DWN). a) Scheme of a simple DWN. b) Scattering junc-
tion j connected with other DWNs.

A DWN consists of a SJ connection through DW with unit delay. Thus, said p;
the acoustic pressure, u; the volume velocity and Z; the acoustic impedance (i.e.
u; = p;/Z;) of the i-th section of the DW, with reference to Fig. 8.21-b), indicating
with pjfk the signal coming from SJ k toward SJ j, we have

et
Djk = Pjx — Pjg

+ -1 —
Pjk =% P

8.6.2 DWN Topologies

The connection of delay elements with SJ can be done in various ways and topology
allowing the definition of different models.

To model the wave propagation in a horizontal plane in an enclosed space, you can
configure the network (or mesh) in various ways. For example, Fig. 8.22-b) shows a
rectangular mesh, while Fig. 8.22-c) shows a triangular mesh.
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Fig. 8.22 Digital waveguide networks topology. a) Linear DWN: SJ is a two-port (1D) network.
b) DWN with rectangular mesh: the SJ is a four-port (2D) network. ¢) DWN with triangular
mesh (SJ is a six-port 2D network)

DWN-2Ds can be used for modeling vibrating membranes such as drums, gongs,
..., together with their excitation models [34]. The sampling frequency of the fy,q
network is determined by the space between the SJs.

Fig. 8.23 Simulator of
a virtual room with 2D
DWN with triangular
mesh. a) Wave propaga-
tion along the mesh. b)
Phenomenon of diffraction
due to the perforated wall
inside the room. The sam-
pling rate is fypq = 22049
[Hz] which corresponds to
a d=0.022 [m]. (Courtesy
of [37]).

Fig. 8.23 [36], [37]) shows, as an example, the simulation of a wave propagation
in a 2D virtual room of (6.6 x 5.50 m) with triangular mesh, in which a wall with
three openings has been placed. Note how the phenomenon of diffraction is already
implicitly contained in the model.

8.7 Dynamic Range Control of Audio Signal
The automatic gain control (AGC), realized with a dynamic range controller (DRC),

is a very important method in the manipulation of the audio signal (see [10], [42],
[43]). The devices able to perform AGC, are widely used both for technical reasons,
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o . x[n] 0 x[n—D] f% yln]
Fig. 8.24 Principle di-
agram of an automatic
gain control (AGC) device
which, depending on the
control algorithm, can be Level x,[n] Gain gln]
used as a compressor or calculation control

dynamics expander.

as for example in the protection of equipment from overloads, and for artistic reasons
to realize, for example, particular audio effects.

In applications such as transmission, recording, mixing, playback of audio streams,
it is often appropriate to vary the gain of a given channel adaptively to the signal level.
Let’s make some examples (other applications will be illustrated below) to highlight
how such techniques can improve listening quality:

o A voice signal can be affected by large changes in volume due to accidental speaker
movement relative to the microphone position. In the case of constant gain, it is
difficult to set the correct gain value: if the gain is calibrated on the parts at
low volume, it may be too high at the loudest parts (hearing discomfort and/or
saturation of electronic devices); if the gain is calibrated to the loudest parts,
the low-volume ones will be not amplified and understandable. An adaptive gain
allows you to “pull up” the volume when the speaker moves away from the mi-
crophone and turns it down when it gets too close, equalizing the signal level.

e During radio or television broadcasting, the broadcasts are carried out by se-
quencing clips from different sources (music alternating with speech, music from
different recordings, intramezzled advertising, etc.); each of these sources may
have an intrinsic volume different from the other, so also in these cases it is ad-
visable to vary the gain in an adaptive way so as not to force the listener to turn
up and down the volume control of the receiver.

e During a TV talk-show with many microphoned guests in the studio, you should
reset the gain corresponding to a given speaker when the speaker is not speaking.
Otherwise his microphone would only contribute to the background or ambient
noise, which added to that of the other silent guest microphones, could become
audible and annoying.

In general we can say that the objective of dynamics signal control is to adapt it “at
its best” to the communication channel. The principle diagram for the AGC is shown
in Fig. 8.24. The device, commonly called a compressor, consists of two branches:
one branch with a delay and a multiplier; and the other in which the signal level
is measured and appropriately processed. The methods underlying adaptation are:
compression and ezxpansion. With compression the dynamics of the signal is decreased
and with expansion it is increased.

Extreme forms of compression/expansion are called limitation/noise-gating. The
control signal xy[n] consists of a suitably averaged measurement of the input sig-
nal level: you can use the peak level xr, . ,, [n], the rms (root-mean-square) value

TLpas 0] Or a linear combination of them.
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8.7.1 DRC Static Curves

The dynamics control of an acoustic signal can be represented by four distinct types
of operation: limiter, compressor, expander and noise-gate. The characterization of
the operating mode of the device is defined by the parameters: compression ratio,
intervention threshold and gain. By indicating the values expressed in [dB] with capital
letters and natural values with lowercase letters, the compression ratio R can be
defined as!,
_ A Y-S (8.16)
AX;, Xp-S
where terms Xy and Y7 indicate the level (peak RMS) of the input and output
signal, and the S value, defined as intervention threshold, represents a reference value
above or below which the AGC device changes its characteristic. In other words, in
normalized terms, the Eqn. (8.16) indicates that a dynamic of R dB at the input
produces a dynamic of 1 dB at the output.
Fig. 8.25 shows the static input-output characteristics, schematizing the four op-
erating modes defined by the compression ratio value and the intervention threshold:

X, > Se Ro <1, compressor
Xr, >S5t Ry — 0, limiter

X, < Sg R <1, expander
X, <Syag Ryg— >, noise gate.

In the graphs we can see the parameters settings that define the static characteristic:

Fig. 8.25 Qualitative
static characteristic of a Y,

DRC device working as: R <1
a) compressor Rc < 1 for
X1, > Sc; b) expander
Rg > 1 for X1, < Sg; ¢) R=1 '
limiter R« 1 for Xy, > Sp; <)
d) noise-gate R > 1 for ’
X <Sna.

the compression ratio, the threshold and the gain. The threshold is the knee point
while the compression ratio is the slope of the stretch above the threshold.

! Some authors, as in [42], [43], use to define the compression ratio as the inverse value of (8.16).
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From Eqn. (8.16) it is also possible to derive the relation between the compression
ratio R and the slope P, with simple reasoning it is easy to verify that

P=1-R (8.17)

Consider, for example, the typical static characteristic expressed in dB of a com-
pressor shown in Fig. 8.26-a). The DRC device above a certain S¢ threshold value,
called compression threshold (Sc = —30 dB in the case described in the graph), has a
compression ratio R = % and a slope Po = % When the signal has a level below the
threshold (X7, < S¢), it is not processed while for higher levels the output dynamic
is reduced.

Remark 8.5. Note that, we must not make the mistake of interpreting the graph as
a saturation curve applied directly to the signal; in this case in abscissa we would
have the input sample z[n] and in ordinate the output sample y[n]; in this case we
would speak of waveshaping, an algorithm that has the analogical counterpart in
the saturation of an amplification stage, and that introduces considerable harmonic
distortion. In fact, in the DRC on abscissae and ordinates we have, respectively, the
input and output signal levels both in dB. The level in dB varies more slowly than
the signal amplitude, and this poses a first upper limit to the speed with which the
gain control varies.

y 0 10 Fig. 8.26 Static charac-
L i A ¢ teristic of a DRC device
2 / R.=1 0 : working as an compressor
“ A o ! \ Rc < 1: a) static input-
=! i \ output characteristic; b)

static input-output charac-
teristic. For the definition
0 a) 20 b) of G (control gain) we can
observe that the obvious
relationship applies.

-60 -20

-80 -60 -40 S, 20 X, 0 -80 -60 -40 5. -20 X, 0

For the definition of the control gain G we can observe that the obvious relationship
applies
G=Yr,—Xr. (8.18)

It is possible, always on the basis (8.18), to define a second curve, called static gain
curve, shown in Fig. 8.26-b), which expresses the control gain value as a function of
the input level G = F(X) (in logarithmic domain).

In the linear section the compression ratio and slope are Ry, =1 and Pj;, = 0.
Above the compressor intervention threshold (X, > S¢), there is Ro = % and a slope
Po = % It is therefore easy to verify that the trend gain G is equal to

. . 00Xy <S¢
G=FX)= { —Pc(X1 —Sc)XL > Sc
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The graph represents another form of the static characteristic that carries information
completely equivalent to the first. It clearly shows that the more the input level exceeds
the threshold, the more the gain is reduced.

Static curves with multiple thresholds The DRC device, in normal use modes,
can have different operating modes determined by several trip thresholds. These
modes may coexist, i.e. when manipulating a source there may be a need for more
than one type of static characteristics to be selected depending on the signal level.

Let’s think, for example, of the TV talk-show problem where for low signal levels we
may want a noise-gate operation while at higher levels some compression is required.
For even higher levels you can think of inserting a limiter that does not allow you to
exceed a fixed higher level in any case.

0 0 e
in G
Y, G c
20 i -10 G,
AR =0) :
,RL 1 £ \
-40 = -20 \
60 .y 30 Fig. 8.27 Static charac-
R a) b) teristic curves. a) Com-
s, S, S s, s, s : .
80 i 40 ¢ pression ratio R. b) Slope
80 60 -40 20 X, 0 -80 -60 -40 -20 X, 0

P=1-R.

Fig.s 8.27-a) and b) show the static characteristics of the compression ratio R and
gain G, respectively, of a DRC where the characteristic is selected according to a
certain threshold.

By combining several linear segments it is possible to have characteristic curves of
any shape.

Table 9.2 shows the operating modes as a function of levels and thresholds, com-
pression ratios, gains related to the various operating modes for a typical multiple
threshold device.

Table 8.2 Compression ratios, thresholds and gains of a dynamic range controller with multiple
thresholds.

Thresholds Input Level Compression Slope or Gain
Ratio
Limiter s, X, >S5, R, -0 b =1
Compressor Se S. <X, <S8, 0<R. <1 1>F.>0
Linear - S, <X, <8, Ry, =1 £, =0
Expander S, Sy <X, <8, I<R, <x —o<h, <0
Noise-Gate Syo X, <S8y Ry —>© Py —> -
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From a practical point of view it is possible to realize the static gain curve
G = F(X) with simple geometric considerations on the graph of Fig. 8.27-b) and

considering the definitions of Table 8.2 for the various sections of the curve.
The static characteristic function of the gain can be, in fact, calculated with the
following relations

X > S, G =—-Pr (Xt —S7)+Pc(Sc—SL), limiter

Sc<Xr <8, Gec=-Po(Xr—-So), compressor
SE<Xp<Sc, Gin=0, linear (8.19)
Sng > X1 <Sg, Gg=—-Pr(Xr—SE), expander

X1 < SNag, Gne=—-—Pnc(Xr —Sng)+Pe(Se—SNng), noise-gate.

8.7.2 Dynamic Gain Control

The measurement of the input level, as previously indicated, can be related to the
maximum or peak value, equivalent to the envelope of the input waveform, or related
to the average energy, i.e. the RMS value, of the input signal.

Even if the level value X, varies more slowly than the signal variations, this
variability may still be too high from a perceptual point of view. In fact, the control
gain G by Eqn.s (8.19) gives a gain (converted to natural values) g[n| that varies more
slowly than the input signal x[n]. Albeit this is inherent in level measurement, this
variation may be too abrupt for the acoustic effect to be natural and pleasant. To
avoid this problem the signal g[n] is processed by a smoothing filter. Normally a non
stationary first-order low-pass filter is used, meaning that the time constant of the
filter switches between two values depending on whether the signal level derivative is
positive or negative. These two constants are usually called Attack time and Release
time, and are very important in determining the acoustic effect of dynamic treatment.

o Attack T4 is the time constant that intervenes when the gain variation occurs,
and therefore determines the velocity with which this variation occurs.

e Release TR is the time constant that occurs when the gain reduction ceases, and
therefore determines how long it takes before the gain is restored to 0 dB.

Fig. 8.28 shows the typical gain trend g[n] as a function of the input signal envelope
X1[n]. The action of the AGC is appropriately smoothed and characterized by the
time constants 74 and 7R.

The choice of 74 and T values is very important and greatly influences the level
of distortion and listening quality. Short Attack and Release values lead to a more
effective compression action, while high values ensure a more natural effect, reducing
the audibility of the artifice.

For example, in the limiter, where the peak level is used, the attack time must be
rather small while the release time is larger. According to [42], [43], the typical values
are 74 = 0.02, 0.04, ..., 10.24 msec, and 7= 1, ..., 130, ..., 5000 msec.

From the above, regardless of the type of measurement on the input signal, it is
convenient to insert a module for the definition of the time constants 74 and 7. This
module, called gain factor smoothing, is generally (but not necessarily) inserted after
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gln] A
Fig. 8.28 Typical dy- 1

namic AGC trend: a) o 05 o T
input signal envelope; b) ’
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oquut signal envelope; c) PR ] I
gain trend. 7 ®

the calculation of gain G and after having converted its value into natural numbers
gln]-
g[n] = kfn]+ (1 —k)g[n—1]

where the k parameter assumes different values depending on the level derivative.
The switching model for the time constant is therefore of the hysteretic type: in the
attack phase k = 74 is set, while in the release phase k = 7p is set. The corresponding
network function is therefore

k

A = =

A schematic diagram that realizes this structure is shown in Fig. 8.29 [42], [44].

Fig. 8.29 Dynamic

control scheme of the From_dB(G)
hysteretic gain factor —
smoother. The attack and
release time constants
are switched according to
the level state of. (The -
From_dB(G) function is
usually implemented with
a LUT).

MRE
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8.7.3 Signal Level Calculation

The measurement of the signal level, as we have seen above, can be linked to the
maximum absolute value (peak) or to the average energy of the signal.

8.7.3.1 Peak level measurement

It is simply a measure of the maximum amplitude reached by the waveform, and
because the signals are not stationary, it is a quantity that varies over time. In order
to have an appropriate transient behaviour, the peak can be measured by passing the
absolute value of the signal through a simple first order low-pass filter by simulating
the behaviour of the analogue envelope detector consisting of a diode followed by a
RC low-pass filter.

As an alternative you can consider the maximum peak in a signal window of a few
ms. This sub-sampled information is then smoothed by an IIR or FIR low pass filter
to generate an appropriate gain control action. For example, McNally in [42] proposes
a method for peak level measurement with the following difference equation

TLppax Ml =Talzn]|+ (1 —Ta = 7)TLpgap [0 — 1]
with a TF

I G e

H(z)

whose signal flow graph is shown in 8.30.

Fig. 8.30 SFG of the x[n] [n]
input signal peak meter —P Jé,
proposed by McNally. The
system is an envelope
detector followed by a
first-order low-pass filter.

(Courtesy of [42]).

T, attack time

a

T, release time

Remark 8.6. In the diagram, the time constants 7, and 7, are related to the dy-
namics of the level measurement, and should not be confused with the constants 74
and Tr defined above, which may have much higher values.

8.7.3.2 RMS level measurement

For the RMS measurement, the information is not the absolute value, but the square
of the signal. Moreover, this case larger time constants (i.e. longer averaging times)
are generally used, because it is not interesting to find information that follows the
instantaneous peak of the signal, but is correlated with the acoustic intensity perceived
by the listener. For a segment of N samples, the measurement of the RMS level is by
definition given by the square root of the following quantity
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1 n
TLpus) = N Z z2[n] (8.20)
k=n—N+1

however, for reasons of computational simplicity, the square root calculation is avoided
and this value is used directly. An alternative way to calculate the approximate RMS
value that avoids averaging over N samples is proposed by McNally in [42], and shown
in Fig. 8.31.

x[n] X1 1]

Fig. 8.31 SFG of the
RMS input meter proposed
by McNally. (Courtesy of
[42]).

7, averaging coefficient

In the diagram the constant 74¢ represents an average coefficient that allows to
have sufficiently smoothed values. The difference equation results

TLpus [n] = TACxQ[n] + (1 _TAC)@"LRMS [n— 1]

with network function equal to

H(z) = TAC

1-(1—7ac)z™t

8.7.4 Constructive Considerations of the DRC

Fig. 8.32 shows the diagram of the DRC chain in this case of compressor. The input
signal x[n] enters the block for level evaluation xj (time index n is omitted for sim-
plicity). This value is converted into its logarithmic and multiplied by 0.5 to take into
account the square root not evaluated in the RMS calculation with (8.20).

Then the gain G¢ is calculated using the expressions (8.19), which is then converted
back into natural values.

In order to have adequate attack and release values, the gain signal is lowpass
filtered with a structure of the type described in §8.7.2 so as to obtain the g[n] value
to be multiplied to the appropriately delayed input signal x[n — D].

For logarithmic conversion, it is convenient to use the logarithm in base 2. In this
case the logarithm of the peak value or RMS can be and evaluated as

logy () = logy (m-27) = E +logy(m)
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\{Lﬂ’? .
8inp

Fig. 8.32 Diagram of a RMS
AGC of a compressor.

Gain Factor
Smoothing

where E represents the exponent and m the mantissa of the representation of the
number z. An evaluation of the computational cost of the calculation can be reduced
using a LUT [42].

8.7.4.1 Make-up Gain

Another parameter often present in the device is what is sometimes called make-up
gain gy (sometimes also referred to as goyt). It is nothing more than a gain factor
cascaded after the compressor to adjust the output level; in fact, since the compressor
reduces the level of too intense passages, after its action it is possible to raise the
overall level of the signal. This action compensates for the loss of volume suffered

Dynamic Compr, Compressor  |g,, >1 Output
of the signal output dynamic
0dB
1 I>6dB
Fig. 8.33 Level diagram. e <" A 4 N A
Raising the average level
of the input signal by
means of a compression
Level

and amplification process.

by intense passages and amplifies weak passages, which have not been affected by
compression. Fig. 8.33 shows, as an example, the use of the compressor and make-up
gain to raise the average level of the input signal. In the figure, I,,,;n and I,ouT
indicate the average input and output levels respectively.

To adjust the input level there may also be an input gain, shown in Fig. 8.32 with
Ginp-

This technique is often used in the transmission of commercial radio and television
messages. In these cases, while not exceeding the maximum sound intensity limits
imposed by the regulations, the average level of the audio signal is raised by several
dB: the listener perceives the advertising message at a much higher volume than in
the previous and subsequent context.

In the case of multi-threshold compressors we will have available many operating
modes activated by a selector controlled by the signal level value. For example, Fig.
8.34 shows the complete principle diagram of a DRC device characterized by four
operating modes: limiter, compressor, expander and noise-gate.
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]

Fig. 8.34 Complete di-
agram of a device for
multiple-threshold DRC:
limiter, compressor, ex-
pander and noise-gate.
(Courtesy of [42]).

In modern playback systems it is necessary to process several channels in parallel as
in the case of stereo or multi-channel signals. It is necessary, in these cases, to have a
common gain factor: using different gain would have an unbalanced acoustic front. Fig.
8.35 shows an outline of a multi-channel principle. Note that a ticking/interpolation
circuit has been inserted in the diagram in order to further reduce the computational
cost. This is possible because, as previously pointed out, the variation of the level
signals is much smaller than the variation of the input signal.

x[n]

nlnl
yad

)

X

Fig. 8.35 Multi-channel
DRC device.

8.7.4.2 Look-ahead time

An important parameter of the DRC concerns the value of the delay, 2= to be
applied to the signal before gain adjustment. The value of this delay, often referred
to as look-ahead time, causes the effect of the dynamic control to occur a few msec
before the event that determines it.

To better understand the mechanism of Look-ahead time consider the graphs shown
in Fig. 8.35. Fig. 8.35-a) shows the input signal envelope. Fig.s 8.35-b) and c) show
the output envelope envelope for a 2:1 (i.e. R =1/2) compressor and S¢ = -20 dB
with the same values as the attack and release time constants 7, = lms, 7- = 50ms;
for the RMS measurement and 74 = 30ms 7g = 500ms; for the gain smoothing filter.
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For Fig. 8.36-b) a delay (Lookahead 74 = 0 has been used while Fig. 8.36-c) is
relative to a delay 77,4 = 30ms.

From the graph it is easy to see that for L4 = 0, the effect of the compressor
is almost instantaneous. In this case, in fact, the level change is made immediately
after the input signal change (from —20dB to 0dB): the instantaneous peak value,
therefore, is not attenuated. Since the maximum value of the signal is unchanged, the
gymu output gain cannot be increased.

14%,(0) 0dB
05 —6dB
~20dB
0 I T T T ;
05 0.25 0.5 0.75 1 !
’ 0
B a) Y, 2:1

14V, () 7,=1lms, 7,=30ms; .

7. =50ms, 7,=500ms;
0.5 \ -10dB -
—20dB 75, =0ms. —12dB 40

0

s 0.25 /,_DLI* 7S + o
-1 b)

~v

A, () r,=lms, 7,=30ms; -80
7, =50ms, 7,=500ms; 0 w0 40 > B 0
0.5 _20dB ~10dB | 0ms. e o
0 0.25 ' 075 1 f
-0.5
-1 ©

Fig. 8.36 Dynamic signal trend in presence of look-ahead delay: a) input signal envelope; b)
compressed signal envelope for L 4 = Oms; c¢) compressed signal envelope for L4 = 30ms; d) static
compressor characteristic.

In case you have a certain Look-ahead time, as in 8.36-c), where L4 = 30ms, the
effect of the compressor is earlier than the arrival of the peak. The maximum value,
in this case, is decreased.

The decrease of the dynamics already before the arrival of the peak is very im-
portant because it safeguards, from the acoustic point of view, the occurrence of the
transient phenomenon: the control gain g is decreased before the arrival of the peak.
The maximum signal value is attenuated in this case and the output gain cannot take
on gypy > 1 values.

8.7.4.3 Interpolated spline static characteristic curve

In the more advanced devices the static character istic instead of having a linear
trend at times, can have a curved trend. This trend is generally achieved by means
of polynomial spline interpolators. The advantage, from a perceptual point of view,
is greater in the case of static characteristics with high compression ratios such as
limiters.
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Fig. 8.37 shows two examples of spline interpolated characteristic curves.

0 0
Y, 3l Y,
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o yal
i /
40 ,,'/ 40 ,/
/
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Fig. 8.37 Static interpo- ‘ ‘
-80 -6 -40 -2 0 80 -60 -40 2 0

lated spline characteristics.

8.7.5 DRC with Multiband Approach

The so-called multi-band approach consists in splitting a signal into sub-bands (2 or
more) by means of a filter bank and treating the sub-bands separately before they are
recombined to reconstruct the signal. The FIR or IIR filter bank can be of uniform
or constant-Q) or user definable type.

Fig. 8.38 shows the principle scheme of a multi-band DRC. The full band approach
presents in some cases a number of problems or side effects arising from DRC. Here
are some of them.

Pumping - This term refers to a rather unpleasant acoustic effect generated when
DRC is applied to a music signal where several instruments are playing simultaneously,
with high compression rate (low threshold, high compression ratio) with relatively
fast Attack and Release. In the presence of instruments with high dynamics, which
introduces strong and fast variations in the waveform (e.g. drums, bass, vocals, ...),
it will trigger the gain reduction. For example, when the kick drum is hit, and DRC
is triggered, the other instruments will also suffer the same level reduction. What
you hear is a volume of these sounds "changing in time" with the drum or bass drum
strokes (or with vocal parts at higher volume). Using a longer Attack and Release
(especially the second one) slows down these oscillations making them less audible,
but still present.

Breathing - This effect refers to the compression of voice signals. We have talked
about how compression leads to the emphasizing of the signal parts at lower volume;
well, among these, besides the background noise, there is also the breath of the speaker
or singer, which can become annoyingly audible during voice pauses. This problem is
more easily solved than pumping, because it may be sufficient to insert a noise-gating
module after the compressor.

Advantages of the sub-band approach - The sub-band approach makes it pos-
sible to act selectively on the individual channels, compressing more the channels
responsible for volume changes and leaving the others unchanged, thereby minimiz-
ing (often to zero) the auditory effect of pumping. In addition to having the possibility
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to compress, expand (with Attack and Release aimed at the type of sound material
in the band) or leave each band unchanged, the use of different make-up gain for
the various channels allows you to perform a real action of equalization of the signal,
contextual to the dynamic control. This approach is very powerful in bringing out the
more shadowy bands and in blocking those that are too active.

A classic example of multi-band treatment: de-essing - An example of the
possibilities offered by a multi-band approach is the “de-esser”, a classic and widely
used module designed to solve a long-standing problem of recording and vocal perfor-
mance. For various reasons, ranging from the way the microphone is used to the type
of microphone itself, to the use of reverbs of a certain type, to the type of equalization,
etc. It often happens that a sung part is affected by overbearing and annoying hissing
when the singer pronounces sibilance consonants such as: “s”,”t”, “z”, “ch”, “j”7 and
“sh”. These hisses have a limited band spectrum, approximately between 5 kHz and
10 kHz

To reduce this effect, an equalizer could be used to attenuate the band of interest.
This, however, can produce an overall loss of presence and brilliance of the sound,
making it muffled.

Full-band compression fails, because sibilant sounds, although audible, have low
energy compared to vocal or sound sounds.

The level of sibilants is below the average level of the signal, so it is sufficient to
use a compression with a threshold just above the average level in this band, which
takes over when the “s” are needed, attenuating them at will. will.

A multi-band N-channel compressor (normally N goes from 2 to 8) is made with a
filter bank and N DRC modules containing at least the compressor and the expander
modules. Limiter and noise-gate can also be present in each channel, otherwise the
limiter can be in one instance after the signal reconstruction and noise-gate before
decomposition or after reconstruction.
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Limiter and noise-gate can be present in each channel, otherwise the limiter can
be inserted after signal reconstruction and noise-gate before decomposition or after
reconstruction.

8.7.6 Main applications

Dynamics control is, by definition, a non-linear operation that always produces har-
monic output signal distortion [44]. It is obvious, therefore, that DRC devices should
be used with great caution and awareness of the operations being carried out on
the signal. Nevertheless, compressors are widely used in many audio fields such as
recording, transmission and playback.

8.7.6.1 Compression

In compression, the dynamics of the audio signal is decreased to match the playback
range, such as in live performances or radio and television broadcasts where the level
may be too high to be accurately reproduced or transmitted.

Overload protection - In its extreme form as a limiter, it is used for the protection
of equipment such as speakers, modulators etc. In radio transmissions, both in am-
plitude and frequency modulation, the depth of modulation has very precise limits.
Exceeding these limits produces a strong distortion of the transmitted signal.

Improving the quality of microphone footage - To compensate for the change
in the output level of a microphone when it is moved away from or near the source as
is often the case in broadcast studios due to speaker movements or for the elimination
of excessive hissing (de-essing).

Audio effects - DRC is also widely used as an audio effect for individual instru-
ments (drums, bass, guitar etc.) and or used in combination with other effects such
as artificial reverberators. In drumming, for example, the insertion of a compressor
varies the decay curve making the sound very special and used for certain musical
genres.

Increased perceived sound intensity - By reducing the dynamics, the average
signal level can be increased through make-up gain (see Fig. 8.33). This can be used
to increase the perceived sound level. This application is particularly significant when
listening to music from low-power systems such as TVs, radios, keyboards with loud-
speakers, etc., where the use of the compressor can increase the perceived sound level
by up to 4-6 dB.

8.7.6.2 Expansion
Expansion is the inverse operation of the compression used to increase the dynamics.

Audio effects - Reduced sustain time in musical instruments.

Noise gating - Is an extreme form of expansion generally adopted to eliminate
background noise.
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Increased S/N - The compression and expansion used in conjunction with emphasis
and de-emphasis networks can be used to increase S/N in low dynamic audio media.
Widely used in the past for reproduction with magnetic tapes or audiocassettes, they
were used as a noise reduction system (Dolby system etc.).

In case the level measurement is the RMS, the typical parameters for operation
both as compressor and expander are 7, = 5 msec and 7,, = 130 msec. As for the
value of the time constants for gain smoothing, typical values for Attack are 74 =
0.16, ..., 5, ..., 2600 msec, while for Release they are T = 1, ..., 130, ..., 5000 msec.

Compander noise-reduction devices The compander is a noise-reduction device
mainly used in analog recording based on compression and expansion. The operating
principle is quite simple.

As shown in Fig. 8.39, the signal, before being recorded or transmitted, is com-
pressed so that the low-level part is moved away from the background noise of the
recording or transmission equipment. During the listening phase the signal is ex-
panded, with a characteristic curve complementary to the compression, so that it is
brought back to the original dynamics. Since the background noise of the tape (or
transmission equipment) is at a lower level than the useful signal, the expansion op-
eration decreases the level even more by increasing the S/N. Noise reduction systems
require source coding before storage and decoding after reading. With this method-
ology it is possible to obtain an improvement in the S/N even greater than 10 dB.

In commercial devices based on the compander principle (e.g. Dolby, DBX, etc.)
filters (weighing) with response curves derived from psychoacoustic models that tend
to increase the S/N in the frequencies where the ear is more sensitive are inserted in
the coding/decoding phase.

More sophisticated compenders are multi-bands, for example the Dolby A system
is implemented in 4 sub-bands.

Signal Coding : Recording Decoding :
Dynamic Compression Expansion
0dB

Noise
floor

Fig. 8.39 Multiband R y
I> 10d8

DRC. Each channel has in- el
dependent, user-definable

settings. 10 100 1kHz

10kHz Hz.

8.7.6.3 Loudness control

Automatic level adjustment to reduce the difference between weak and strong parts.
It may be necessary to increase the level of weaker sounds in order to increase the
perceived S/N. In cars, for example, where weaker sounds would be covered by back-
ground noise, or to “move away” from the noise floor due to the recording equipment.
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Remark 8.7. Note that, in television broadcasting, there are very specific standards
in transmission levels. In addition, inconsistent levels can be deeply annoying to view-
ers; therefore this issue was, and still is, considered a very critical technical aspect to
deal with when managing the large variety of program genres typically handled by
broadcasters nowadays [53].
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8.8 Effects Based Time-Variants Fractional-Delay Lines

The time variant fractional delay lines (TV-FDLs) (see §5.5.5), represent the funda-
mental element for the realization of audio effects and sound synthesis algorithms.
They also form the basis for very important acoustic models.

The main effects based on time delay lines variants are: Vibrato, Flanging, Chorus,
Phasing, Leslie, etc. In the next paragraphs these effects will be defined and the basic
algorithms for their realization will be presented.

8.8.1 Angular Modulation with TV-FDL and Vibrato

Before analyzing the various effects, let’s briefly see how with a TV-FDL it is possible
to realize phase and frequency angular modulations.

In the case of discrete-time (DT) signals, called x,,[n| the modulating signal and
x[n] the modulated or carrier signal, the generic modulation can be expressed by a
non-linear law of the type

yln] = f(z[n], zm[n])

where the function f(-) is defined as the modulation law of and is such that there is
always a function g(-) for which the following applies

where the function g(-) expresses the demodulation law.
Phase modulation (PM), for example, can be expressed as?

y[n] =zpypn] = zn—kpxm[n]] (8.21)

with k,, defined as phase modulation constant. If in Eqn. (8.21) we set D[n] = kyzm[n],
it is easy to observe how phase modulation can be obtained very simply by means of
a time variable delay line.

2 The phase modulation can also be expressed as a convolution between the carrier z[n] and an
time-variant impulse response defiend as h[n] = §[n — zm[n]]; therefore we have that xpys[n] =
z[n] *8[n — zm[n]] = z[n — kpxm[n]].
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Since DIn] is generally a continues function, it can be expressed as a whole part
plus a fractional part i.e. D[n] is TV-FDL. The modulating signal can be realized by
means of a so called Low Frequency Oscillator (LFO) as shown in Fig. 8.40-a).

The LFO oscillator can generally switch to various waveforms, whether determin-
istic: sinusoidal, triangular, linear sweeps, exponential sweeps, etc. both stochastic:
low-pass filtered noise and so on.

To understand more deeply the problems of angular modulations let’s consider the
simple case of sinusoidal carrier i.e.

z[n] = cos(won) = cos¢[n|

with wp = 7 fo and ¢[n] defined as instantaneous phase.

a)

Fig. 8.40 Time-variant .
fractional delay-line (TV- X[} 7 2*Modulation depth

DFL) which realizes a o—>|:| ----- | | | | |Dn| | | |

D,+D;

phase modulation: a) .
Low Frequency Oscilla- . I
N 1 length nterpolator
tor (LFO) modulator; b) b) omimarieng filter —> vin]
Realization scheme. «—

8.8.1.1 Phase modulation

In the PM we have, by definition, that the instantaneous phase is proportional to the
modulating signal, i.e.

Yn] = Ypap[n] =27 fon+ kpxy,[n]
the expression of phase modulation then turns out to be
zpp(n] = cos(2m fon+kpxm[n]) (8.22)

Defining the instantaneous frequency wln] as a phase change®, in the case of discrete-
time, indicating with V the differentiation operator, this applies to

wln] =wpumn] =woln] +kpV{rm[n]}. (8.23)

The above expression can be interpreted in terms of frequency deviation A fpp; around

fo . It turns out then

Afpm = W. (8.24)

3 In the case of continuous time the angular or pulsation velocity is equal to w(t) = do(t)dt.
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8.8.1.2 Frequency modulation

In frequency modulation (FM) we have, by definition, that the instantaneous pulse is
proportional to the modulating signal; i.e.

wln] =wrpmn) = wo +krrm,[n] (8.25)

so the instantaneous phase is equal to

dn] = orm(n] =won+ky Z T [ K]
k=—o0
Therefore, the expression of the FM signal is

n

xpp[n] = cos(2m fon+ky Z xm[k]) (8.26)

k=—o0
From Eqn. (8.25) frequency deviation Af around FM the fy

Afpas = kfzi’;["] (8.27)

The term kg, [n] represents the instant pulsation deviation.
Definition 8.2. The quantity m, defined by the ratio between the maximum fre-
quency deviation and the frequency of the modulating signal:

m— fmax_fmin _ g (828)

Jo fo

is called a modulation index.

In case the modulating signal is also sinusoidal, i.e. x.,[n] = cos(wm,n) taking into
account the definition of modulation index, it Eqn. (8.26) can be expressed as

xpp[n] = cos(won +msin(wm,n)). (8.29)
Remark 8.8. Note that the Eqn. (8.29) can be rewritten as
xpar[n] = cos(msin(wmn)) - cos(won) — sin(msin(wmn)) - sin(won)

from which, through the serial development of Bessel’s terms e cos(msin(wpm,n)) and
sin(msin(wy,n)), it is possible to derive the expression of the FM signal spectrum.

As an example let’s consider the angular modulations shown in Figure 9.47, imple-
mented with the scheme of Figure 9.46-b), in which the carrier signal x[n] is sinusoidal
while D[n] = kx,,[n] is triangular.

From the figure it can be seen that in the case of phase modulation, when the
reading velocity increases, the output frequency is higher and is proportional to the
slope of the curve.



8.8 Effects Based Time-Variants Fractional-Delay Lines 417

Dy+D, AD[n]

Dh

b /

WA NALA A AL
TAAARVAVALAIAES

@, n
o+ pu 1]

@
w, —Aw

BANNANAAAN ANN . e sar e o
\/ \/ \/ \/ \/ \/ \/ \/ ! phase and frequency mod-

ulation with sinusoidal car-
rier and triangular modu-
lating signal (wo = QWT%);
" Dy =10; A1000.)

4 ©py[n]

In particular in this case we have that

Aw=—N""A,

In FM, the frequency trend is identical to the D[n] signal.

8.8.1.3 The Vibrato

The Vibrato effect is realized with a simple low frequency modulation using the TV-
FDL scheme in Fig. 8.40.

In practice, the effect is obtained with a sinusoidal modulating signal. Sometimes
other waveforms can be used to obtain particular effects: triangular, square, etc. or
even random signals.

For the evaluation of the modulation index m, necessary to obtain a certain depth
of effect, it is appropriate to express frequency deviation in terms of fractions of octave
by where, by definition, the distance between two frequencies is expressed in terms of
the ratio

f1/fo=2".

The maximum and minimum frequencies of the modulated signal will then be
fmax = f02°%, fmin = fo/2%%. From the definition Eqn. (8.28) it is easy to express
the modulation index m as a function of b,, as

_ fmax_fmin _ wa o i
fo 2bw

if we want to obtain a vibrato that oscillates of k semitones around a certain fre-
quency? fy we will have that the band, in fractions of an octave, will be equal to

m

4 The distance of a semitone corresponds to a ratio of by, = 1 /12 of octave. That is, the ratio
between two frequencies one semitone apart is equal to f1/fo = 21/12,
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by = k/12; that is to say
1

9k/12
For example, for k=1 (plus or minus one semitone) the modulation index is equal
to m =0.1156. It follows, with reference to Fig. 8.40, that the nominal length of the
delay line D will be proportional to m to the sampling rate fs with the law

2D1 = 7”I”LE

fo
In the example above considering fs = 44.1 kHz, fo = 20 Hz the modulation depth
is D1 = %0.1156 = 127.45. In this case the nominal length of the line could be
Do = 128 while its length in terms of memory occupation will be 256 samples.

Note that the length of the delay line should be dimensioned on the basis of the
maximum modulation index on the minimum frequency of the signal.

m — 9k/12 _

Remark 8.9. For higher frequencies the length, in terms of samples, of the modula-
tion depth is very small. If in the example above we consider an fy = 2 kHz, we have
that Dy = 1.2745. Tt is very important in these cases to have an interpolator filter
with order 5 or 7 at least.

8.8.1.4 The Flanging

The Flanging effect is achieved by mixing the signal with its delayed copy with a
time-varying delay®.

R
xn] 7D g, ,( ) y[.n] Fig. 8.42 Simple flanger
scheme made with a non-

‘ recursive comb filter.

The length of the delay line generally varies from 1 to 10 ms, delays of more
than 50 — 70 ms would be audible as an echo, therefore you do not hear an echo but a
timbre modulation due to the variation in frequency response introduced by the delay
modulation.

The diagram in Fig. 8.42 is in fact equivalent to that of the comb filter already
described in §5.2, which has a number of zeros (notches) equal to D/2. The output
of the flanger is given by

yln] = oln] + gz [n— D[]

5 It is said that the flanging effect was originally discovered by The Beatles during the production
of an album. A tape recorder was used to make a delay (probably to be used as an echo) when
someone touched the flange of the reel (hence the name flanging) by changing the pitch. The
characteristic sound is therefore due to the mixing of the original signal with its delayed and
variable pitch version.
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where D[n] = M[n]— a[n] it is given by the sum of an integer part and a fractional
part. In the case of delay line modulation, the variation law generally can be expressed
as D[n] = Do (14+mpfp[n]) (see §5.5.5, Eqn. (5.66)). In the case of sinusoidal mod-
ulation we then have

D[n] = Dg[1+mpsin(2r frprn)] = Do+ Dysin(2r frrn).

The frequency frr, defines the rate of spectral variation and generally has a frequency
in the order of Hz or lower. Dy represents the average density of the notch filters or
the average length of the delay line (see Fig. 8.40-b). The parameter D = mp Dy,
(defined in [47] as CHORUS_WIDTH) limits the maximum excursion of the Depth line,
defined as

Depth = [Dmaac - Dmin] =2Ds.

The frequency response of the flanger, shown in Figure 9.49-a), is typical of the comb
filter with D/2 zeros that are evenly spaced on the frequency axis.

8.8.1.5 Flanging reversed

In case g < 0, the frequency response, shown in Fig. 8.43-b), is inverted and has
resonances (or peaks). In this case the effect is more of a “high pass” type. For
g = —1, in fact, we have that y[n] = 2[n] —x[n — D] that for D =1, corresponds to a
first order differentiator circuit.

|t Din) |H ™) Din]
«— «—

Fig. 8.43 Flanger spec-
trum variation due to
modulation of the delay
line length: a) with g > 0;
b) with g < 0.

8.8.1.6 General effect scheme based on delay line

A variant to the basic scheme previously discussed is the one proposed by Dattorro
in [47] and shown in Fig. 8.44. In this case a signal is taken from the delay line and
fed back to the input through a feedback gain gy;. The feedback signal is taken at a
fixed delay of length K which is usually equal to the average value of the variation of
the line length; therefore K = Dy. Note that, in [47] the term K, which corresponds
to the central tap of the delay line, is defined as NOMINAL_DELAY.

The other parameters of the structure are the feed forward gain gsy and the blend
gain gy, such that the network function of the structure described in Fig. 8.44 results
to be
9wl +9ffZ_D["]

H
(Z) 1—|—gsz—K
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The sound you get, for high gfb values, is metallic and intense. In this case, attention
must also be paid to the stability of the system, which, if not satisfied, would lead to
overflow and/or clipping errors.

The structure of Fig. 8.44 is of a general type and can be used for the realization
of various effects.

8
Fig. 8.44 Standard effect o | _X
of commercial type with . M
variable length fractional 8y _YL”]
delay line. The LFO signal
can be deterministically A[n—K]

shaped or simply low-pass
filtered noise.

8.8.1.7 Stereo Flanging

Another variant of the flange effect is the extension to the stereophonic case. If the
source is already stereophonic (or multi-channel) in nature, the effect can be applied
independently on each channel.

Very often, as in the case of some musical instruments, the source is monophonic
and you want to obtain a stereophonic effect. Thus, a simple variant, easily imple-
mented, consists in modulating two independent flangers through the same LFO signal
but with signals phased by 90° as shown in Fig. 8.45.

n
J
—»  Flanger L —| >—> y,[n]
1
: 8

x[n]

v

1
1
1

"
AN \
\

‘\
8r
Fig. 8.45 Flanger with L 5 Flan _|‘>_> ,
ger R Yeln]
monophonic input and \
]

stereo output.

The quadrature modulation, taking advantage of the precedence effect (see §2.4.1.3),
dynamically alters the positioning of the source on the stereo front in a pleasant way
and, in the case of a monophonic source, an artificial stereo field is generated.

For these reasons it is generally useful to have additional control over the output
levels of the effect, such as stereo panning or pan-pot, and the ability to reverse the
modulation phase.



8.8 Effects Based Time-Variants Fractional-Delay Lines 421

8.8.1.8 The Chorus

The Chorus effect consists of the sum of at least two voices “singing” in unison. Each
of the voices will be affected by random microvariations (delay, pitch, amplitude, etc.).
As a consequence of the beats due to random modulations, the sound is richer and
more evocative.

The basic structure to realize the chorus effect, illustrated in Fig. 8.46, is very
similar to that of the flanger but repeated for each voice.

In case of only one delay line, and without feedback (g, = 0), for a nominal delay
around Dy = 20ms, the corresponding algorithm is known as Duobling effect and
consists in duplicating the voice.

x[n]

<

> e
LFO | MW
yln]
—>

<
Fig. 8.46 Principle dia- N b
gram of the Chorus effect. =

For a richer and “bigger
sound” it is usual to use VAN
random modulating signals

As shown in Table 8.3, which shows the typical settings of some effects that can be
achieved with delay lines, the Chorus parameters are different from those of Flanging
where the delay lines are generally longer and the greater the modulation depth.

For a good chorus effect, for example, Dattorro in [47] suggests for a sampling
frequency fs = 44.1 kHz, a length or NOMINAL_DELAY, equal to 400 (Dy &~ 9 ms), an
excursion or CHORUS_WIDTH, equal to 350 samples (D7 ~ 8 ms) and a modulation
frequency of about 0.15 Hz.

The Chorus effect adds richness, presence and thickness to the sound that seems to
be obtained by superimposing several voices or several instruments played together
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Table 8.3 Typical parameter values for effects with varying time delay lines.

bl gt ooy Onset Depth Mod
Vibrato 0.0 1.0 0.0 Oms 0 - 5ms 0.1 - 5 Hz sinus
Flanger 0.707 | 0.707 | —0.707 | Oms 1 - 10ms 0.1 - 1 Hz sinus
Chorus 1.0 0.707 | 0.0 1 - 30ms 5 -30ms Lowpass noise
White Chorus | 0.707 | 1.0 0.707 | 1-30ms 5 -30ms Lowpass noise
Doubling 0.707 | 0.707 | 0.0 10-100ms | 1 - 100ms | Lowpass noise
Echo 1.0 <10 | <10 50 - o ms | 80 - oo ms -

For the Doubling effect, we mean a superimposition of the same voice made by
means of the overdubbing technique. The singer records a second voice by superim-
posing it on the first (usually listening to the first voice on headphones as a reference).
The two recordings, even if made by the same singer and in the same key, are affected
by micro variations that to produce a stronger or “bigger sound” than can be obtained
with a single voice or instrument. The resulting effect is known as Doubling effect.

Remark 8.10. When designing the Chorus effect, great attention must be paid to
the type of interpolator circuit. A linear interpolator, in fact, in addition to being time
variant, has distinct low-pass characteristics making a “closed sound”. An all-pass in-
terpolation, as discussed in [48], could also be critical: the distortions introduced would
be audible as “lack of transparency”. In general, however, when all-pass interpolators
and negative feedback are used, the Chorus is white.

Remark 8.11. Note that, before the introduction of delay lines (analog or digital)
the choral and vibrato effect was introduced in the early 1940’s in Hammond organs
using the so called “vibrato scanner”.

The vibrato scanner consists of two elements. The first called vibrato phase-shift line
is composed of a cascade 2-port LC low-pass filter sections, that form an analog delay
line. The second one is a rotating switch, called scanning pick-up, that travel along the
line and thus encounter waves increasingly delayed in phase at each successive tap,
and the signal it picks up will continuously change in phase creating a particularly
warm and rich vibrato. The rate at which this phase shift occurs will depend on how
many line sections are scanned each second.

8.8.1.9 Phasing

The Phasing effect is closely related to the Flanging effect as it is also based on
the shifting of the frequency of a notch filter. Very often, in fact, there is confusion
between the two terms in commercial devices.

N
{n] 4 4 - (]
x{n n
— APE | ===+ AP? —y>
L L A
Fig. 8.47 Phaser circuit | Control |

schematic diagram.
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Unlike the flanger where the notches are evenly spaced (by effect of the comb filter),
the phaser effect consists of modulating some notch filters that are not evenly spaced.
To obtain separate control of the position of the filter poles, instead of the simple
delay line of the comb filter, it is possible to replace the z~! element with an all-pass
cell of the type

271 791‘—’_271 .
1+g;271
The resulting structure therefore consists of a chain of 1st- or 2nd-order all-pass
sections as shown in Fig. 8.47.

The overall delay due to the all-pass delay line is not constant but dependent on
frequency. As a result of the frequency and phase response of the all-pass cells we
have that at the output some bands of frequency (or components) will have a phase
(and consequently a delay) greater than others, hence the name “Phasing”. Using a
second order filter you can act more selectively on the group delay.

Allpass & e y,[n]
x[n] 8re
Fig. 8.48 Principle dia- ﬂ
gram of the stereo phaser Allpass e yeln]
&r

circuitry.

As with Flanging, and generally for all other effects, you can generalize phasing
to multi-channel audio. For the two-channel case a possible scheme, widely used in
practice, is the one shown in Fig. 8.48.

8.8.2 Amplification Systems with Rotating Speakers (Leslie)

One of the most popular effects, used mainly with electronic and electro-mechanical
organs, is made by means of an amplifier equipped with “Rotary Speakers”. This
device, also called “Leslie” from the name of its inventor (Don Leslie), is a real elec-
tromechanical audio processors able to modulate acoustically in a very characteristic
and suggestive way the sounds of the Hammond organ and more rarely of other in-
struments (guitars, electric piano, etc.). Thus, according to [48], the Leslie it is not a
“Hi-fi” speaker, but rather a part of a musical instrument.

The Leslie consists of a tube amplifier and a two-way speaker with a crossover
frequency around 800 Hz. The schematic diagram of one of the most popular models
(Model 122) is shown in Fig. 8.49. For low frequencies, a closed box speaker and a
cylinder rotating around its axis are used. The cylinder, usually made of wood, has
a side opening to diffuse the sound with an horn-section. The high frequencies are
diffused by a rotating horn. Due to the high directivity of the horn, compared to a
fixed listener, the sound obtained is affected by a considerable variation in volume.
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Its rotation speed also determines a Doppler effect. For an accurate formulation of
the Rotary Speaker model, a few considerations should be made:

e The sound comes out of one horn, the other is closed and serves only as a coun-
terweight to cancel the centrifugal force;

e The characteristic Rotary Speaker sound is achieved by appropriately placing
microphones near the horns. Usually two microphones are used for the high fre-
quencies and only one for the low frequencies.

With reference to Fig. 8.49 where is shown a schematic model with a single pickup
microphone, neglecting for simplicity the phenomena of reflection and refraction, the
rotation of the horn determines at the ends of the microphone an amplitude modulated
signal - the signal will be maximum when the microphone is aligned with the horn ¢ =
0 - and a frequency modulation, by Doppler effect, whose deviation will be maximum
at the maximum relative speed of the horn with respect to the microphone or for

— s
==+ 3 -
Schematic Treble speaker
diagram ,
Leslie Speaker 2-speed H
Model 122 horm rotor
D
Crossover
Network
Cabinet
15" bassspcukcré : ;
H 1
. . . | i 2-speed
Fig. 8.49 Schematic di- i e
. S 1
agram of the Leslie Mod. o
. . 40W ~G
122 amplifier designed ex- Ampli D
clusively for amplifying : -

Hammond organs. ‘

The Leslie has two rotation speeds denoted as choral and tremolo. In choral mode
the rotation speed is low 15-120 rpm in tremolo mode you have a speed of 300-500
rpm. The musician can switch these speeds by means of a command. The rotating
horn speed is 0.35-2.8 m/s in choral mode and 7-11.7 m/s in tremolo mode.

8.8.2.1 Doppler effect simulation with delay line

The Doppler effect (see §1.8.4.4) consists in the variation of pitch perceived by a fixed
observer (listener) in the case of moving acoustic sources according to the following

relation
1
14+ %S

fa=1Ts (8.30)
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Leslie cabinet
A1)

Fig. 8.50 Principle dia-
gram for determining the
Leslie model with a sin-
gle microphone: a) model g
geometry; b) amplitude \
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envelope and frequency o, = 7? a) b)

deviation trend.

where fs and f, represent respectively frequency of the source and the perceived
frequency by the fixed listener, v, the speed of the source and c¢ the propagation speed
of the acoustic wave. The "+" sign is valid in case the source approaches the listener
(a higher frequency is perceived), the "-" sign in case it moves away. Considering for
example a note at 800 Hz at a speed of 11.7 m/s we will have a frequency deviation
of about 55 Hz which corresponds to a frequency modulation index m = 0.068.

To simulate the Doppler effect using a delay line (see [4] and [50] for more details)
simply change the line readout pointer in accordance with the expression (8.30) and
(8.24) so the change in the delay line readout pointer is proportional to the Doppler
frequency deviation. For which we have that

fs_fa
Jfa

Usually three microphones, two for the horns and one for the bass rotor, are used for
the Leslie, arranged as shown in Fig. 8.51.

V{DI[n]}

Us
::I:—
&

Rotating horn

high freq. tones

(twetter)

Yw[n]

Fig. 8.51 Typical three- ' o
microphone shooting tech-
nique for Leslie with two \x Rotating hom section opening
rotors: two for the horn low freg. tones

and one for the bass rotor. (woofer)

Only one microphone is used for the rotor because the low frequencies are less
directional and the Doppler effect is less evident.

The diagram for the determination of the model for the twitter-horn only is shown
in Fig. 8.52-a while Fig. 8.52-b) shows the amplitude and frequency deviation acquired
by the two microphones.
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To simulate a Leslie effect, a frequency modulator that simulates the Doppler effect,
made with a TV-TDL, and an AM amplitude modulation with a modulating signal
of the same frequency as the FM modulator but delayed by an angle of /2, must be
inserted for each channel.

AV, do(t) Am %

sy

.

Sy

Fig. 8.52 Principle dia-
gram for the determination

A(h)
of the Leslie model with >
two microphones with an- da(t) e
gle a: a) geometric model; -
b) envelope and frequency w 0 F o7 L4

deviations trend.

A possible simplified scheme for creating the Leslie effect is shown in Figure 9.59.
Note that in the circuit in the figure the modulating signal is equal to cos(wm,n) with
wp, angular velocity of the horn. The TV-TDL is in fact phase modulated so the
frequency deviation is for the (8.24) proportional to its derivative. Between the FM
modulating and the AM modulating there is then an angle equal to 7/2.

For a more accurate model it is possible to replace the modulators with time-
variants TFs (with the law of the modulating signal) that take into account the sound
propagation model (at least the first reflections) that comes out of the horn and
propagates inside the cabinet. This model could, for example, be calculated using one
of the simulation techniques for listening rooms described in Chapter 3, or obtained
with real measurements such as those shown in Fig. 8.54 for a Leslie Model [50].

k,(1+ cosm,n)

Fig. 8.53 Simplified di-
agram of the model that
implements the Leslie am-
plifier’s rotary speaker
effect. /

K, (1+cos(w,n — a))
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Fig. 8.54 Free field im-
pulse responses of the
Leslie Model 600 measured
for twetter-horn angles ‘ :
0 € [0 27] with step 7/12. - : 5 1 -
(Courtesy of [50]). tms]

As for the bass section, not reported for simplicity, it is sufficient to consider only
amplitude modulation.

Another important aspect for the determination of the Leslie’s timbre concerns the
rotation speeds of the horn, the cylinder and the duration of the transient relative to
the change of speed between the choral and tremolo effect.

Fig. 8.55 shows a principle diagram of the simulator complete with rotor speed
control device.

"\ N Horns — Y:[n]

8"V rotor @, y.[n]
Input Ampli Crossover 4
model ~ 800 Hz
| Cilinder
% 7| rotor e > YulN)

7, : tremolo — choral

7, choral —> tremolo Fig. 8.55 Scheme of ro-

tary speakers simulator
with speed and time con-
stant control.

Remark 8.12. Rotary speaker systems have been widely used in the past and many
models were produced and with numerous variations (shape, size, speaker rotation
technique, number of ways, etc.) by various companies around the world.

It is obvious that the diagrams presented above can be modified according to the
device to be simulated. In particular, in order to obtain the simulation of a specific
model it is necessary to take into account: the crossover cut-off frequency (for 2-way
loudspeakers); the type of cabinet; the distance and position of the microphones; the
distortion model of the amplifier (the “sound” has very different characteristics in the
case of tube or transistor technology); the rotor and horn speeds; the duration of the
transients in the speed change, etc.
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8.9 Effects Based on Time-Frequency Transformations

The need to change key is a very common and simple solution in modern Western
musical notation: raising or lowering the key of a song simply means moving the
positions of the notes up or down on the pentagram of the desired amount. The
performer, whether real or virtual (e.g. a MIDI file), can play the song more or less
quickly regardless of the key used.

In the case of signals, the transposition operation, called pitch-shifting, leaving the
length unchanged, is a difficult problem to formalize and does not provide simple
solutions in closed form. The dual problem consists in the possibility of varying the
time scale of a signal by compressing or expanding it without changing the timbre (or
spectral) structure of the sound. This type of processing is called time transposition
or, in jargon, time-stretching. Thus we can consider the following definitions

o Time-stretching - is the operation of changing the length of a signal, without
affecting its spectral content,

o Pitch-shifting - is the operation of raising or lowering the original pitch of a sound
without affecting its length.

Changing the pitch of a sound without changing its duration or the possibility to
compress/expand time without changing its pitch may be necessary in many situ-
ations. In post-productions, for example, you may need to insert a voice comment
or a soundtrack into a specific time slot. Think for example of commercials, movie
voiceovers, dubbing phases, etc.

The possibility of time-stretching and/or pitch-shifting, in recent years, has en-
couraged the expansion of new frontiers in musical composition. Think of remixed
songs where we have collages of sampled song parts from different authors. Each part
will be characterized by a key and a time duration: the composition of the various
songs can be performed acoustically and artistically interesting only if you make a
normalization of the keys and juxtapose the various parts that must have a precise
rhythmic structure.

Time-frequency transformations (TEFT) are also widely used in studio recorded
music post-productions. These techniques, in fact, can be useful to perform many
operations such as, for example, correction of errors of musicians or singers, insertion
of special effects, etc..

The frequency and time transposition algorithms are very numerous and differ-
ent methodologies are available in the scientific literature. Here, while not providing
an exhaustive view of the problem, we want to highlight some of the fundamental
problems inherent to this topic.

The main problem in building a height transporter is to determine exactly what
height it is. The height, in fact, is a quantity that cannot be precisely defined by
context. For example, the fundamental frequency of an organ pipe can be 20 Hz: that
is the height. A right-hand pianist can play a note 20 times per second: that is tempo.
Both these events are represented by a fundamental frequency of 20 Hz, however one
is considered pitch and should be translated, the other is considered time and should
not be modified by the algorithm. This is why a height transposer must essentially
choose a frequency that arbitrarily divides height from time.
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The main problem in building a height transposer is to determine exactly what
height it is. The height, in fact, is a quantity that cannot be precisely defined within
the context. For example, the fundamental frequency of an organ pipe can be 20 Hz:
that is the height. A right-hand pianist can play a note 20 times per second: that
is tempo. Both these events are represented by a fundamental frequency of 20 Hz,
however one is considered pitch and should be transposed, the other is considered time
and should not be modified by the transposition algorithm. So a height transposer
must essentially choose what is the height, and what is the time.

Another problem encountered in the design of a height transposer involves the
duality time-frequency of audio signals. To determine a frequency of a signal, this
must be observed for at least one period of the waveform. So it is impossible to
determine whether a signal contains precisely that frequency at that precise time.
The more accurately the frequency is known, the less accurately the time in which it
occurs is known, and vice versa: this is the fundamental principle of uncertainty that
governs the time-frequency relationship.

When a tone is played at half speed, its pitch is shifted downwards by a factor of
2 (i.e. an octave). In order to re-establish the height, the transposer must adjust the
frequencies in a complementary way; in this case, the frequencies must be multiplied
by 2. The height translation process is a process in which frequencies are multiplied
by a constant height translation factor. Multiplying the frequencies by 2 will shift one
octave up, dividing by 2 will shift one octave down. A factor of 21/12 will translate
them by one semitone (12 semitones make an octave). It should also be noted that
multiplication by a constant factor is the only way frequency ratios are preserved and
therefore is the only possible way to leave the harmonic structure unchanged during
a height shift.

8.9.1 Frequency Translation and Compression/Expansion of
the Time Scale: Linear and Stationary Case

In the Signal Theory, with the term frequency translation is generally understood the
analogous theorem (sometimes also called modulation theorem) related to the Fourier
Transform [51] (FT)® and defined as follows

S{z(t)} = X (jw) & S{"a(t)} = X (j(w—wo))

Multiplication of the z(t) signal by the complex exponential e/“0 is equivalent to
shifting its spectrum by a factor of wy.

To understand the effect of frequency translation on a sound, let us consider Fig.
8.56. From the figure we can see that the signal spectrum is moved up “as is” by the
quantity wo.

6 Remind the reader that the FT of a signal, indicated as X(jw) = S{z(t)}, is defined
as: X(jw) = ffooox(t)eﬂ“’tdt. The antitransformed, z(t) = ST {X(jw)}, is defined as z(t) =

% ffooo X(jw)ej”tdw.
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Fig. 8.56 Graphic representation of the frequency translation theorem. In the translated signal
the proportion between the fundamental frequency and its harmonics is not respected.

The information contained in the signal is not degraded because the transformation
is reversible and it is possible to return the signal spectrum to its original position
or, in the Electrical Communications jargon, to the base band. This transformation is
in fact used in amplitude modulation transmissions: a) where the signal is shifted in
frequency to make it compatible with the band of the transmission channel; b) in the
so-called multiplexing technique which allows several signals to be combined on the
same channel.

In these cases the x(t) signal is defined as modulating while the signal etiwo ig
defined as carrier (in practical cases it is considered the only real part of the carrier).

However, in the case of musical signals, this transformation cannot be used to
raise or lower the key of a piece of music; in fact, the ratio between the fundamental
frequency and its harmonics is not respected in the translated signal. In the case
of a musical signal this means that the timbral structure of the sound is completely
distorted and the resulting sound is said to be “inharmonic". In order to have a correct
acoustic structure of the translated sound completely similar to the original sound,
the ratio between the harmonics must be unchanged.

To increase the pitch of a piece of music while respecting the harmonic structure,
simply play it faster. For example, to increase the key by half-tone you need to increase
the sampling rate by a factor of /2. In this case the harmonic structure would be
unchanged and the timbre of the sound would be the same.

From a theoretical point of view the justification is given by the theorem of the
variation of the Fourier transform time scale defined as

S{x(t/wo)} = woX (jw-wo) (8.31)

From the previous expression it is easy to observe how a compression in the time
domain corresponds to an enlargement in the frequency domain.

The (8.31) can be interpreted, in fact, as the modification of the reading speed of
a musical signal: reading faster, the signal rises in pitch and its duration is reduced.
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Fig. 8.57 Graphic representation of the time scale theorem. By changing the signal time scale
the ratio between the fundamental frequency and its harmonics is identical to the original sound.

8.9.2 Classification of TFT algorithms

Given the ill-posed nature of the TFT problem, very different philosophies are avail-
able in literature for the determination of time-stretching and pitch-shifting method-
ologies; consequently, even the classification of algorithms may not be simple and
intuitive. A possible classification, then, can be thought on the basis of the type of
implementation used.

o Off-line - In signal editing (acoustic corrections etc.) the processing can be done
on previously recorded material and the processing time or type of algorithm
(batch or on-line) are not important because the implementation is out of time.

e Real-time - In cases where pitch transposition is used as an effect during an ex-
ecution, it is obvious that it is necessary to work in real time with very strict
constraints on processing time and group delay. The choice of algorithms is there-
fore very limited.

In the case of real-time realization it is possible to think about a further classification
of the algorithms.

e Batch and mini batch algorithms - The most frequent situation is the use of buffers
that collect data in batches before providing them for processing. In this way a
better processing quality can undoubtedly be obtained, but, on the other hand,
the use of buffers implies considerable computational resources due to the possi-
ble iterations of the algorithm; moreover, each iteration involves a window delay
which, although minimal, multiplied by the number of iterations, is unacceptable
for audio effects such as chorusing and harmonization.

e On-line algorithms - This type of implementation requires direct communication
between the signal source and the computer. Any kind of influential delay is
eliminated, so these algorithms are better suited for chorusing and harmonizing
changes. Another great advantage of this mode is, in general, a lower computa-
tional cost which is reflected only in the indispensable transformation operations.

The time scale transformation algorithms cannot work in real time, having an input
duration different from the output duration, but can only be realized in off-line mode.
To change the time scale, it is necessary to work on a buffer in which the signal is
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inserted and then read again with a higher or lower sampling rate. So, if used in
real-time this buffer would empty or go into overflow

On the other hand, a height (or pitch) transposer can also work in real time be-
cause the duration of the input is identical to the duration of the output. In this
case, however, the problem is to give an exact definition of what pitch (or height)
is. As already indicated at the beginning of this paragraph (see also Chapter 2), the
perceived pitch of a sound is in fact a non-objective but perceptual quantity that
strongly depends on the context in which it is to be defined.

From the point of view of algorithm implementation, the time scale variation can,
theoretically, be realized with two blocks in cascade. The first block performs the
variation of the sampling frequency and the second one performs a pitch transposition
bringing the signal back to its original tone.

As shown in Fig. 8.58, the first block resamples the signal and changes its duration.
The change of the time scales can be done with simple interpolation and decimation
operations and, in case of non-rational ratios, with an appropriate interpolation sys-
tem as described in Chapter 5.

Fig. 8.58 Principle
scheme of a time-stretching
algorithm. The first block

] a=1/D x[n-al X[ n-a] - (] performs the variation of
N 11 —fe— 1D | J[e™,n) ’ jo=jola 2 the time scale by resam-
i pling; in the second block
the sound is adjusted to its
time-compression/espantion pitch-shifting original pitch.

8.9.3 Time Domain FTF Algorithms

If you want to expand the time scale without changing the pitch, you must stretch the
sound by inserting parts that do not exist on the original signal. The most intuitive
method, which is the basis of many algorithms for stretching, is to repeat even multiple
signal segments. On the contrary, in the compression problem, parts of the message
must be cut acoustically tolerable.

The compression/expansion scheme in Fig. 8.58, in which the expansion or com-
pression of the time scale occurs completely asynchronously with respect to the signal,
although consistent from the theoretical point of view, can produce in certain situa-
tions results that are not acoustically acceptable or in any case, that can be improved.

To understand some issues related to the most appropriate choice of segments to
be eliminated or added in the compression or expansion of the time scale, think about
the need to elongate a pattern of a percussive instrument such as drums. The best
thing to do in this case is to insert pause segments between two successive hits thus
emulating a drummer who accelerates or slows down his performance. With this mode
the duration and timbre characteristic of the single drum beat is not modified.
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The emulation of the drummer could be done with an algorithm that analyzes
the signal in a synchronous way, inserting null amplitude signal strokes between two
successive hits. It is obvious that in this case, as shown in Fig. 8.59-b), the structure
of the single percussive sound would not be modified, as follows

N

tO

4,0
Fig. 8.59 Stretching of \ N \ >
a percussive sound: a) ® m
original duration; b) syn- t
chronous expansion with 27
pause insertion; c¢) asyn-
chronous extension carried K I\ K
out with the diagram in o / m / I'd
Fig. 8.58. In this case the
duration of the single per- 2y

27

cussion sound is doubled.

The stretching that can be obtained with the diagram in Fig. 8.58, which is com-
pletely asynchronous to the signal, would also lengthen the transient duration of the
single shot (see Fig. 8.59-c)). In percussive sounds this phenomenon would make the
characteristic of the instrument very distorted and this modification of the signal
structure would not be acoustically admissible.

Generally the most complex sounds are not separated by distinct pauses and it is
impossible to insert pause stretches to lengthen their duration.

In these situations the stretching of the signal must be done in a more or less
"psycho-acoustically” admissible way. In practice, as shown in Fig. 8.60, the algorithms
control the periodicity zones within a segment and the elongation is obtained by
replicating periodic stretches leaving, as much as possible, the content of transient
phenomena for which the auditory system is much more sensitive.
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8.9.3.1 Rotating read head method with a tape recorder

An analog method for performing frequency time transformations is based on tape
recorders equipped with multiple read heads placed on a rotating drum as shown in
Fig. 8.61 [55].

The duration of the output signal depends on the absolute speed of the tape.
The playback speed depends on the relative speed between the head and the tape.
The pitch is shifted in the tape segments “seen” by the individual head during drum
rotation. The head outputs are mixed together to produce the height shifted signal.

Fig. 8.61 Diagram of an
analogue tape recorder

*  with rotating heads. Each
€, (1)

- head reads the same tape
“window” several times.

Time scale reduction is obtained by adjusting the absolute speed of the tape while
pitch transposition is obtained by varying the angular velocity of the drum. To have
a more regular output the head contact signals are usually mixed together.

In the case of a numerical implementation, it is easy to hypothesize the tape running
on a drum as a delay-line where the signal “runs” (running window) and the heads as
pointers that repeatedly read the segment present at a different speed from the line
feed itself.

8.9.3.2 Periodicity-Detection Algorithm

In [52] Dattorro describes a simple and commercially available method of frequency
transposition and time scale compression/expansion (LEXICON model 2400).

The compression expansion of the time scale is obtained simply by changing the
sampling rate of the signal while the device works as a pitch-shifter.
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Dattorro’s algorithm represents, in practice, a numerical version similar to the
rotating heads method.

Fig. 8.62 Delay line with
circular buffer and two
pointers.

The splicing algorithm is realized by means of a delay line with circular buffer
(see §5.4) and two pointers as shown in Fig. 8.62. The data writing pointer indicated
with Py rotates with angular speed wyy, while the other one, indicated with Pr and
rotating at one speed wg, is used to read the data present on the buffer.

The writing velocity wyy is regulated by the clock which also controls the A/D
and in the realization of Dattorro this varies from 36 kHz to 64 kHz. The wg reading
velocity, which is also that of the D/A, is kept fixed and equal to 48kHz. Since the
speed of the two pointers is different, they will cross periodically. To prevent acoustic
discontinuity at the output, before the pointers cross each other, the reading pointer
jumps forwards or backwards (for time compression or expansion respectively) by a
precise amount of time Tr, , .

Fig. 8.63 Representation
of the cross-fade opera-
tion for the reduction of
artifacts.

As shown in Fig. 8.63, the new output is mixed (cross-faded) with the old one to
filter out any possible discontinuity. The cross-fade curve is adjusted proportionally
to the jump distance in order to minimize the discontinuity of the output sound.
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The compression ratio Cr is defined by the ratio between the two pointer speeds
as Cr = wr/ww and can vary in the range (0.750, 1.333).

To avoid artifacts as much as possible, the amount of the reading pointer jump is
not determined arbitrarily. For this purpose a special algorithm, called Periodicity-
Detection Algorithm, is used, which “looks ahead” for the detection of signal period-
icity and optimal mixing.

Time stretching or shrinking, without pitch-shifting is just an illusion, as the orig-
inal audio is always available at the same speed. Small parts of the input signal, in
the order of msec, are in fact repeated in case of expansion, or cut off in case of
compression.

8.9.3.3 Synchronous Overlap and Add Algorithm

Designed mainly for the vocal signal [62], the Synchronous Overlap and Add (SOLA)
method is based on the segmentation of the input signal into sections of identical
length A;: the technique consists in the overlapping-addition of the various sections
that are processed one by one by lengthening or shortening them in order to obtain
an output signal of greater or lesser length.

The duration of the synthesis tract is regulated by the relationship:

Si = OLAi

where « indicates the scale change factor: for a < 1 you get a time scale compression
and for aw > 1 an expansion.

le—— 4, >« 4, »le Al—bl
] H : R
i [
le——S5, |
3] = >
gln] < (I-g[n])
. PN
]
—r—T ':.I';
| Zmin max.
<—S1—>|<—SZ—|—>
yn] | —; ! -

Fig. 8.64 Synchronous
Overlap and Add (SOLA)

method: time scale com- 4':‘ —

pression a < 1.

During the compression phase where a < 1, as shown in Fig. 8.64 [63], the input
signal z[n] is divided into blocks of aN samples A;, Aa, As, ... . The first S7 syn-
thesis block of the output signal y[n] contains the first samples duplicated by A1, the
remaining n samples of A; are duplicated in y[n] beyond the S; block.

An overlap region (Kmin, kmax) of length L equal to the length of the sequence
formed by the remaining n samples is now chosen. The second analysis block Ay is
scrolled through this region in order to find the best alignment point p;. This point
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is determined by calculating the correlation on the overlap region between the output
signal y[n| and the analysis block in question.

The block length L, starting at p; and extending beyond Ss, is obtained by fading
between y[n] and Aa. The new output signal y[n] will then have the block Sy added.
It will be followed by a new sequence of n remaining samples, duplicated by As. It
continues in the same way for the other blocks

In case the best alignment point is beyond the output signal y[n| (and therefore
in the L sequence of remaining samples), the new synthesis block S, will present
some duplicate samples from the A,,_1 analysis block, a part of samples obtained by
fading between y[n] and A,, and a part of samples from the A,, block. The remaining
samples from A,, will be duplicated beyond S,,.

During the time scale expansion, where « > 1, as shown in Fig. 8.65 [63], the input
signal x[n] is again divided into analysis blocks of N samples Aj, Aa, As, ... The first
Sy synthesis block of the y[n] output signal contains the first a/N samples duplicated
by z[n] , including samples belonging to A, Aa, and possibly the following blocks,
depending on the expansion ratio. Again, the remaining samples of z[n] are duplicated
in addition to the synthesis blocks.

The overlap-add procedure is similar to that performed in the case of time scale
compression.

The normalized cross-correlation function of the m-th block can be expressed as
(63]

L—1
> x[mA; + kly[mS; +n+ k]
Pay[n] = ——= (8.32)

L-1 L-1
> 22 mA;+ k] Y y?[mSi+n+k]
k=0 k=0

where m.S; is the kpiy position, L is the length of the overlap region, n is the time
index that varies from kmpmin t0 kmax-

The best alignment point (n = p) is determined by searching for the maximum
cross-correlation function rg, [n] in the region between kmin and kmax. The output
signal y[n] at the m-th block, using the overlap-added function, is

y[mS; + p+n] = g[n|a[mA; +n]+[1—g[n]]y[mS; +p+n], 0<n<L-1 (8.33)
the remaining samples are duplicated
ymS;+p+n]=a[mA;+n], 0<n<L-1 (8.34)

Note that the input and output fading function g[n] =n/L and (1 —g[n]) respectively,
is such that the average gain in the overlap region L is unitary.
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8.9.3.4 Time stretching and pitch transposition with Pitch-Synchronous
Overlap and Add (P-SOLA) algorithm

A variant of the SOLA methodology, particularly suitable for vocal signal for small
variations in pitch translation, is the one proposed in [63] called Pitch Synchronous
OverLapp-Add (PSOLA).

The methodology proposed in this algorithm consists in the exact determination
of the fundamental frequency of the sound, which is usually identified with pitch, and
overlap synchronously with the pitch itself.

For our purpose we assume that the sequence of the pitch period” P [n], estimated
with a certain algorithm, is evaluated at regular intervals uniformly spaced throughout
the duration of the signal z[n] (in intervals equal to the detected fundamental period).
Furthermore, these markers, as for example shown in Fig. 8.66, should be positioned
at the points where the signal assumes a maximum value. These two constraints are
often in conflict, especially because the assumption that the fundamental period is
constant for the entire window is not entirely true.

With this technique it is possible to make a time expansion, a pitch translation, the
combination of the two alterations with consequent scaling of the formant frequencies
(typical characteristic of the vocal signal).

The time extension algorithm consists of two phases: the first phase analyzes and
divides the input sound into segments (pitch labeling); the second phase synthesizes
an expanded version in time by superimposing and adding the segments extracted
from the analysis algorithm.

In the analysis phase, the period of the fundamental frequency P[n] of the input
signal and the time instants known as pitch markers or height markers are first deter-
mined. The pitch markers are at maximum amplitude at a synchronous rate during
the periodic part of the sound, and at a constant rate during the non-vocal parts. In
practice, P[n] is therefore considered constant over the time interval (n;, n;4+1). Next,
we extract the segment centered at each n; time mark, using a Hanning window of

7 The evaluation of pitch extraction techniques is beyond the scope of this paragraph and reference
should be made to specific literature such as, for example, [54].
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length L; = 2P[n;] (two pitch periods), to fade in the additions at the beginning and
end of each segment.

Fig. 8.66 Pitch labeling
of the segnal z[n].

8.9.4 Algorithms Operating in the Time-Frequency Domain

In the previous chapter we introduced some algorithms to perform time-frequency
transformations operating on the signal directly in the time domain. The fundamental
idea of most of these algorithms is in fact based on the techniques of overlap-and-add
on stretches of signal addressed by means of pointers and delay lines.

Even if, as previously pointed out, an exact classification of TFF algorithms is not
possible, we see in this paragraph some methods to operate in the time-frequency
domain.

8.9.4.1 Phase Vocoder

Introduced by Flanagan in 1966 [56], the Phase Vocoder (PV) represents one of the
oldest methods for frequency time analysis of the vocal signal. Used mainly for voice
signal coding [57]-[61], the basic idea to perform the time-frequency transformation
is to consider the signal as non-stationary.

In this case the signal spectrum is a function of two variables: time, intended as
an index of the time sample n, and frequency represented by the variable w; and is
defined by a “shape” transformation.

X(n,el?) = Z h[n —m]z[m]e 7*™ (8.35)

m=—0oQ

It is possible, then, to process the signal in the two-dimensional domain (n,w). There-
fore, its implementation can be made considering the following dual approaches.

o Filter bank PV - As originally proposed by Flanagan [56], the input signal is
decomposed through a filter bank, so each filter sets a frequency and the signals
evolve over time. Thus, we can write X (n,e’¥) = X, [n].

o STFT PV- Proposed in 1976 by Portnoff [59] and defined by Eqn. 8.35) every
analysis window fixes the time variable n. So we have that X (n,e’) = X,,(e/%).

In the case of filters bank for each channel centered around the frequency wy, the real
and imaginary parts, a,, [1], by, [17], are extracted. Subsequently these are transformed
into a signal | X, [n]| calculated as
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|ka [n]’ = az,k [n] ‘H%%k [n] (8.36)

representing the spectral envelope of the frequency wy and a signal representing the
derivative of the phase ), calculated as

. _ bwk [n]dwk [”] — Oy, [n} bwk [n]
Ouy [n] = a2, [n]+b2, [n] (837

The typical filter bank PV scheme is shown in Fig. 8.67.

cos[m,n] cos[an+¢,]
a,[n] X,,[n]
i {p > - - - >[EecotE] —
Transform Transform
to to
Al magnitude real
and and
phase immaginary
b, [n] derivative 4, [ parts
hln] lD > Encode |- — — | Decode [—»
sin[a,n] sin[@n+¢,]
“ N —
Analysis Synthesis

oscillator with variable frequency and phase

Fig. 8.67 Filters bank Phase Vocoder.

Remark 8.13. Note that, for the phase calculation we prefer to use the deriva-
tive quantity rather than the direct one: the direct calculation of the phase as
0., =atan(by, /aw, ) produces a signal with numerous discontinuities related to the
jumps due to the non-monodromicity of the phase. In addition, other numerical prob-
lems are possible in cases where a,,, =0 (the denominator assumes zero values).

By adjusting the decimation-interpolation rates and frequencies of the synthesis os-
cillators it is possible to perform both compression-expansion and frequency transfor-
mations.

Fig. 8.68 Phase Vocoder it | X.@) | Time- frequency | £, I
implemented with STFT afn] —>{ STFT{X,(e")] transformation > STFT £, ()] {—> »ln]
technique.

By fixing the time variable you can implement the Phase Vocoder with algorithms
operating directly in frequency domain. In this case, “windowing” a short portion
of the signal will fix the time variable and calculate (for that portion) the FFT.
This technique, derived directly from the definition of Short-Time Fourier Transform
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(8.37), can be used for TFTs according to the scheme shown in Fig. 8.68. In this case
each time interval n will be characterized by an instantaneous frequency and phase.
For details see the literature on the topic [57]-[61].

8.9.4.2 Subband Analysis Synchronous Overlap-and-Add Algoritm

A modification of the SOLA algorithm, which can also be seen as a PV modification,
called Subband Analysis Synchronous Overlap-and-Add (SASOLA), proposed in [63],
consists of processing the input signal in sub-bands.

Changing the time scale of voice signals using the SOLA technique can produce
excellent results, but is considered unsuitable for musical audio signals due to the
complexity of the audio waveform in the audible bandwidth between 20 Hz and 20
kHz.

The best alignment point in the overlap region L obtained from the cross correlation
function expressed by the Eqn. (8.32) may not always be ideal. This is mainly due
to the lack of a single “pitch period” in most audio signals. The SASOLA method
solves this problem by dividing the entire signal bandwidth into smaller bands using
the sub-band filtering technique. The analysis filters bank divides the wideband audio
signal into smaller sub-bands before performing the time scale change. The modified
sub-band signals are then reconstructed at the output using the synthesis filters bank.

A schematic diagram of the SASOLA algorithm for changing the time scale is
shown in Fig. 8.69.

Freq. Domain Overlap

Subband 1 IFFT and Add
Subband 2 FFT IFFT

Breakinto | | Filter v Cross Corr. and Add Filter

frames Bank 1 ! ) Bank

Freq. Domain Overlap

Fig. 8.69 Subband Analysis Synchronous Overlap-and-Add (SASOLA).

In SASOLA the entire bandwidth of the audio or voice signal between 20 Hz and
20 kHz is first divided into smaller sub-bands. Subsequently, the SOLA function is
applied to each sub-band signal. The sub-band components are then added together,
following the filtering synthesis process, to regenerate the required output signal on
a modified time scale.

Remark 8.14. Recent changes aimed at reducing the artifacts of the SOLA method
has been proposed in [68] and [69].

Robel in [68] has proposed a new method for shape invariant real-time modification
of speech signals. The method can be seen as SOLA algorithm that is using the
standard PV algorithm for phase synchronization. This method, denoted PVSOLA,
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provide an improved time synchronization during overlap add and, consequently an
improved quality of the transformed speech signals.

In addition in [69], some improvements have been proposed for the treatment of
polyphonic signals, the distinction between sinusoidal and noisy frequency components
and the treatment of transients. The proposed algorithm is also characterized by a
lower latency that makes it more suitable for real-time implementations.

Many methods for TFTs are available in the specialist literature and an extended
treatment of such techniques would require a separate text. Among the emerging
techniques we want to emphasize the use of wavelet or Gabor transformations, which
for space reasons we do not report [1], [64]-[69].
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